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PREFACE

Volcanic eruptions are fascinating manifestations of the Earth’s dynamic inte-
rior which has been cooling for the past several billion years. The planets of the
solar system originated some 4.5 billion years ago from the same gas and dust
cloud created by the big bang. Some of the gas collapsed by the gravitational
force to form the Sun at the center, while the whirling disk of gas and dust
around the Sun subsequently cooled and lumped together to form larger and
larger lumps of materials or planetesimals. These planetesimals collided fre-
quently and violently and in the process liberated heat that melted the material
in them. With time this material gradually cooled and formed the planets of
the solar system.

During the second half of the twentieth century the theory of plate tectonics
of the Earth became established and demonstrated that our planet is covered
with six large and many small plates of the lithosphere. These plates move
over a highly viscous lower part of the Earth’s upper mantle and contain the
continental and oceanic crusts. The lower mantle extends below the upper
mantle until it meets the core that is more than half the diameter of the entire
globe (12,740 km). The inner core consists mostly of iron and its temperature
is about 5000 kelvin, whereas the liquid outer core is turbulent, rotates faster
than the mantle, consists primarily of iron, and is the source of the Earth’s
magnetic field.

The 2900-km-thick mantle consists primarily of silicate and oxide rock in
a partially molten state and undergoes a slow plastic deformation. The core—
mantle interaction and convection in the mantle may also be responsible for
the production of large plumes of magma that are manifested on the surface of
the Earth in the form of hot spots that produce active and passive volcanoes.
Volcanic eruptions are produced most efficiently near the edges of the plates
where they separate or where the new crust is created, where the plates converge
along the subduction zones, or where the plates sideslip. As the lithosphere
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viii Preface

sinks, it becomes more ductile or less rigid, and what happens to it within the
mantle is at present debatable.

The nature of volcanic eruptions is largely determined by the physical and
chemical characteristics of the mixture of magma, crystals, and gases as they
are forced toward the surface of the Earth through various types of conduits or
fissures and difterent geological zones that may contain water. As the pressure
of the molten rock or magma is reduced during its ascent through fractures or
conduits it exsolves or liberates gas in the form of gas bubbles. These bubbles
continue growing by decompression until they occupy a large portion of the
flow passage. When this occurs, the melt breaks into many pieces or fragments
and a new flow regime is established. Silicious magmas, such as dacites and
rhyolites, have several orders of magnitude higher viscosities and are more
soluble with volatiles than the mafic magmas, such as basalts and andesites.
As such, the silicious magmas hinder the relative motion between magma and
gas bubbles and tend to produce magma fragmentation in conduits, causing the
ejection of large volumes of pumice, ash, and gas from the vent and generation
of high rising volcanic clouds. These so-called plinian eruptions (after Pliny the
Younger who observed and recorded the eruption of Vesuvius in 79) produce
pyroclastic deposits which may or may not consist of lava flows. Plinian tephra
deposits are typically composed of bubbly pumice clasts of dacitic to rhyolitic
composition. They are usually, but not exclusively, found at destructive plate
margins where large volumes of silicious magmas are generated from the
continental crust. Although rare, plinian eruptions of basaltic compositions are
also known. These eruptions produce large convecting eruption columns and
may discharge material high into the stratosphere.

The higher temperature and lower viscosity mafic magmas produce hawaiian-
and strombolian-type eruptions, after the most common eruptions on Hawaiian
islands and on the island of Stromboli in the Mediterranean Sea. The hawaiian
activity occurs typically from fissures and involves basaltic magmas of low gas
contents. The exsolved gases form small bubbles whose foaming effect at the
vent is responsible for lava fountains and the eruptions are quietly effusive. The
strombolian activity involves more viscous basaltic and andesitic magmas and
produces large bubbles that explosively decompress at the vent and carry with
them into the atmosphere incandescent cinder, lapilli, and bombs up to several
hundred meters.

Until recently the volcanic hazard has been promoted through studies of
deposits produced from volcanic eruptions. Modern developments in ther-
modynamics and fluid and solid dynamics transport theories and computer
simulations have, however, paved the way toward a new science of volcanol-
ogy that aims at understanding how volcanoes work, what their potential danger
is, and how the urban areas around them can be protected from future eruptions.
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Application of thermodynamics, solid mechanics, and fluid dynamics trans-
port theories to volcanic processes is a challenging endeavor because of the
complexity of the Earth’s materials and poor knowledge of underground struc-
tures that define volcanic systems. Successful applications of these theories
require reliable knowledge of the Earth’s material behavior over wide tem-
perature, pressure, and compositional ranges. At present this information is
incomplete and presents the major difficulty in producing very reliable models
of many processes. Nevertheless, significant success has been achieved during
the last two decades in applying the theory of transport processes to volcanoes
and as a consequence every modern volcanologist should be very familiar with
such a tool in order to interpret correctly the products of volcanic eruptions.

Successful application of the material transport theory to volcanoes requires
strong foundations in undergraduate engineering sciences (mathematics, ther-
modynamics, heat, mass and momentum transfer, solids mechanics). It also
requires more advanced training in multiphase flows, numerical analysis, and
computer literacy, since hardly any real problem can be solved analytically
and without some knowledge of multicomponent and multiphase flows, elasto-
plastic deformation, or discretization of mathematical models for solutions on
computers. Very often, less complicated modeling approaches can be more
successful than those involving the solutions of multidimensional transport
equations, simply because the latter models require more detailed information
about the initial and boundary conditions that may be poorly defined. If the
input data for modeling are poorly constrained it does not matter how good
the physico-chemico-mathematical model of the system is. Too simple models
on the other hand cannot produce realistic simulations of volcanic transport
processes and the complexity may prevent the modeler from obtaining useful
solutions.

The objectives of this book are:

1. To help undergraduate and graduate students in earth sciences apply the
theory of transport processes to volcanic phenomena.

2. To provide a reference on volcanic transport processes that can be used by
researchers and practitioners of volcanological science.

3. To provide applications of the material transport theory to volcanoes and
illustrate different modeling approaches.

4. To introduce transport processes in volcanoes to students in physical sci-
ences and engineering for the purpose of achieving cross-cultural fertiliza-
tion.

To accomplish these objectives the material in the book is divided into seven
chapters. Chapter 1 provides an overview of the Earth’s interior that gives rise
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to different types of volcanic processes. Different chemical and physical char-
acteristics of molten rocks in different parts of the Earth produce different types
of eruptions. Chapter 2 summarizes multicomponent and multiphase transport
theory, including the theory of elastic and inelastic behavior of materials, which
is fundamental for developing applications in later parts of the book. It also
describes a methodology for developing the appropriate constitutive equations
of the Earth’s materials. These theories include both the differential and inte-
gral forms of mass, momentum, energy, and entropy conservation laws suitable
for developing local and global models of material transport. An appendix
summarizes the necessary mathematical tools from vector and differential cal-
culus. Solutions of the transport equations depend, however, on the physical
and rheological properties of molten and solid rock materials under varying
temperature, pressure, and composition. This material behavior is presented in
Chapter 3 and is summarized with extensive tables and diagrams, and some of
these data are employed for solving example problems in subsequent chapters.

Melt segregation within the Earth’s interior is discussed in Chapter 4. This
includes processes associated with mantle convection, melt extraction from
spreading centers and subduction zones, melting, and trace element distribu-
tions in upwellings and mantle plumes. Magma chamber or reservoir processes
depend on the efficiency of magma supply into the fractured system of the
chamber, magma composition, and physical and rheological properties of its
surroundings. These processes are discussed in Chapter 5 and include magma
chamber convection, crystallization and withdrawal, as well as coupling of the
chamber with its elastoplastic surrounding and instability caused by thermal
and compositional gradients. In particular, a magma chamber model suitable
for long-term forecasting of eruptions of Vesuvius is developed and discussed
in some detail. Magma ascent in volcanic conduits is described in Chapter 6
using different modeling approaches that include volcanic conduit opening and
magma fragmentation, erosion and melting of conduit walls, and magma-water
interaction. Application of these models to explosive and effusive volcanoes is
also presented.

Modeling of pyroclastic dispersion processes is described in Chapter 7. This
can be approached with simple plume models which are applicable to buoy-
ant columns or with complex nonequilibrium multicomponent and multiphase
models that are also applicable to column collapses and propagation of pyro-
clastic flows and surges. The latter models reveal many interesting physical
phenomena that include oscillations of volcanic fountains, pulsing of pyro-
clastic flows, development of phoenix columns on pyroclastic flows, retreat of
pyroclastic flows and surges, and so on. Such a modeling approach is suitable
for developing different eruption scenarios and for constructing engineering
intervention measures in densely populated areas aimed at retarding or stop-
ping pyroclastic flows and surges. This is demonstrated for Vesuvius where it



Preface Xi

should be possible to mitigate not only the small- but also the large-scale erup-
tions. The decision theory approach to eruption mitigation is also discussed
in this chapter and shown that it is not possible to predict eruptions on short
notice without large precursors. This demonstrates the necessity of combin-
ing the socioeconomic data of densely populated areas around volcanoes with
physical models that effectively model different types of volcanic processes
for the purpose of minimizing the impact from future eruptions. The ultimate
objective of applying the material transport theory to volcanoes is not only
to understand better the dynamic Earth, but also to extrapolate the volcanic
behavior into the future and thus produce safer environments for millions of
people living around these fascinating and often very dangerous manifestations
of our changing planet.

The modern system of measurement is SI, for the French Systeme Inter-
national, and is employed throughout the book. This system has seven base
units: meter “m” for length, kilogram “kg” for mass, second “s” for time,
kelvin “K” for temperature, ampere “A” for electric current, mole “mol” for
amount of substance, and candela “cd” for luminous intensity. The meter is
the length of the path traveled by light in vacuum during a time interval of
1/299,792,458 of a second; the second is the duration of 9,192,631,770 periods
of the radiation corresponding to the transition between the two hyperfine levels
of the ground state of the cesium 133 atom; the kelvin is the fraction 1/273.16
of the thermodynamic temperature of the triple point of water; the ampere is
that constant current which, if maintained in two straight parallel conductors
of infinite length, of negligible circular cross-section, and placed 1 meter apart
in vacuum, would produce between these conductors a force equal to 2x10~7
newton; the mole is the amount of substance of a system which contains as
many elementary entities as there are atoms in 0.012 kilogram of carbon 12;
and the candela is the luminous intensity, in a given direction, of a source that
emits monochromatic radiation of frequency 540 x 1012 hertz and that has a
radiant intensity in that direction of 1/683 watt per steradian. All other units
are derived from the base units without employing any conversion factors. This
is a marvelous and unique feature of SI. For example, the force is expressed
as kg:m-s~2 or N (newton), energy as N-m or J (joule), power as J-s~! or W
(watt), pressure as N-m~2 or Pa (pascal), dynamic viscosity as Pa-s, and so on.
The temperature in degree Celsius is computed from °C = kelvin — 273.16.

It is always a challenge to produce a book which not only includes work
of others, but also that of the author. This book contains both and it includes
previously unpublished work on melt segregation, magma chamber dynamics,
magma ascent in conduits, pyroclastic dispersions, and eruption forecasting.
The theory of material transport processes cannot duplicate nature, for if it did
so it would be isomorphic to nature itself and thus not very useful. If this were
not simpler than the phenomena it was designed to model, it would serve no
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purpose. It must be just right to portray the aspect we wish to study and ignore
those aspects that are irrelevant to our study. The theory furnishes the concepts
and mathematical equations by means of which experiment can be interpreted,
and to overturn the theory by the results of experiment, it is necessary to seek
the aid of the theory itself. From experiment we may find confidence in the
theory, but we cannot establish the theory by experiment.

More than a decade ago I began to write a draft of this book, but was
sidetracked by promoting within the Italian volcanological and geophysical
communities and European Union an interdisciplinary project on Vesuvius.
This project has the objective of preparing the Vesuvius area for future eruptions.
After several years of effort my experience is that this objective is not possible
to achieve at the present time because of special interest groups that perceive
progress as a threat to their existence. I hope that this book will foster a better
collaboration.

Several years ago Mr. Kenneth Howell from Kluwer Academic/Plenum
Publishers became interested in my book on volcanic processes and I wish to
acknowledge his contribution in producing this book.

New York City
June 2001 F1.AvVIO DOBRAN
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Chapter 1

OVERVIEW OF VOLCANIC PROCESSES

If we look at a terrestrial globe or map of the world, we shall perceive that the projection
of the western coast of Africa nearly corresponds with the opening between North and
South America, opposite to the Gulf of Mexico; that the projection in South America,
about Cape St. Roque and St. Salvador, nearly corresponds with the opening in the
Gulf of Guinea; so that, if we could conceive the two continents being brought into
contact, the opening to which I have referred would be nearly filled up, so as to form one
compact continent . . . A consideration of these circumstances renders it not altogether
improbable that these continents were originally conjoined, and that at some former
physical revolution or catastrophe, they may have been rent asunder by some tremendous
power, when the waters of the oceans rushed in between them, and left them separated as
we now behold them.

—Thomas Dick, 1875

1.1 BASIC CONCEPTS AND DEFINITIONS

This is what the clergyman Thomas Dick from Scotland wrote 37 years be-
fore the German scientist Alfred Wegener (1880-1930) proposed in 1912 that
the Earth’s land masses had once been joined together into a supercontinent
(Hallam, 1975). In Novum Organum (1620) even Francis Bacon called atten-
tion to the similarities of the continental outlines between Africa and South
America without suggesting that they may once had formed a unified land.
And in 1856 Antonio Snider-Pellegrini suggested that the continents had ac-
tually moved across the surface due to a supernatural force. Wegener called

F. Dobran (ed.), Volcanic Processes
© Springer Science+Business Media New York 2001
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his supercontinent Pangaea (from the Greek, “all lands”) and the northern and
southern parts Laurasia' and Gondwanaland,? respectively.

Early in the twentieth century the geologists and geophysicists believed that
the Earth had been formed from a molten state and that it was still solidifying
and contracting. The heavy elements, such as iron, had sunk to the core and
the lighter elements, such as aluminum and silicon, had risen to the surface
to form the rigid crust. Mountain ranges were produced from compression
of the surface under contraction, whereas the ocean basins were formed from
the collapse of great arches under compressive forces. No parallel motions of
land masses relative to the surface were allowed, vertical motions produced
sinking and surfacing of the land, similarity of many fossil plants and animals
on distant continents was explained by land bridges which once connected these
continents, and the continents being less dense than the material under them
floated above the ocean floor. This concept of isostasy says that the overall
system is in hydrodynamic equilibrium.

Wegener was not satisfied with these explanations and found support for his
supercontinent in fossils on different continents, on deposits of similar ancient
rocks in Africa and South America, on geodetic measurements that Greenland
was moving westward, on distribution of sedimentary rocks which inferred the
wanderings of the poles and the Equator in ancient times, and on impressive
evidence that about 300 million years ago an ice sheet covered parts of South
America, southern Africa, India, southern Australia, and Antarctica. But he
could not explain the movements of continents over the oceanic crust and for the
next 50 years was largely ignored and even ridiculed by many of his colleagues
(Hallam, 1975).

Like many great discoveries, continental drift demanded the adoption of
new techniques and problems in geology, which required changing rules and
standards within a community that, by definition, does similar things and thinks
alike (habits of mind). Before the idea of continental drift, geology was “firmly
established” by the works of Hutton and others, and its instruments of trade were
widely diffused through Lyell’s (1872) Principles of Geology. Hutton’s 1795
contribution that rocks are weathered to form sediment which are then buried
deeply within the Earth where they undergo metamorphosis or high-pressure
and temperature transformation and melting that transforms them into a special
molten rock called magma, and that the metamorphic rock and magma are then
erupted to form mountain chains, only to be weathered again and recycled, is
still part of the geologists’ tools of trade.

1L aurasia derives from Laurentia, an old name for the Precambrian (older than 550 million years) core in
Canada, and from Burasia, a combined name for Europe and Asia.

2Gondwanaland detives from a distinctive group of rocks found in central India. Similar rocks are found in
Africa, Antarctica, Australia, and South America (Skinner and Porter, 1992).
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In 1944 the Russian geophysicist Otto Schmidt put forward the theory of
accretion. As known today, this theory postulates that the planets of the solar
system, including the Sun, originated some 4.5 billion years ago from the same
gas and dust cloud created by the big bang. Some of the gas collapsed by the
gravitational force to form the Sun at the center. The whirling disk of gas and
dust around the Sun subsequently cooled and lumped together to form larger
and larger lumps of materials or planetesimals. These planetesimals collided
frequently and violently and in the process liberated so much heat that they
melted the material in them. The planets Mercury, Venus, Earth, and Mars
are closest to the Sun and were formed from high-temperature condensates or
elements such as Si, Al, Fe, Mg, Na, Ca, Ti, O, and K. The planets Jupiter,
Saturn, and Uranus accreted farther from the Sun and consist primarily of low-
temperature condensates or elements H, He, C, O, and N. The planets gradually
cooled and some lost or changed their atmospheres (Lewis, 1981).

Starting in mid-1965 a number of discoveries paved the way for reviving
continental drift and making the theory of plate tectonics the new paradigm. In
the late 1950s ocean drillings discovered midocean ridges under the Atlantic
and Pacific Oceans, and in 1962 Harry Hess proposed the seafloor spreading,
although he did not coin the term. According to the new data and concepts,
magma rose from the interior of the Earth and formed new oceanic crust along
the ridges, thus making the crusts at each side of the ridge move away from the
ridge. In this manner the newly formed crust close to the ridge was younger than
the one removed from it, but Hess could not explain what made the crust move.
This help came from paleomagnetism* which revealed not only the ages but
also the velocities of extrusion of different lavas at the ridges, because the ages
of the magnetic polarity reversals of the Earth had been previously determined.
Additional help came from seismic wave velocities, since they disclosed that
the zone between 100 and 350 km of the surface of the Earth is weak and
plasticlike. Above this astenosphere lies a sufficiently rigid region called the
lithosphere that is capable of forming coherent slabs. This lithosphere above
the astenosphere is thicker than the crust that is rafted along as the lithospheric
plate moves over a highly viscous and hot rock. The final and crucial help came
from the Benioff zones, or slanting zones of deep earthquakes aligned at about
45° beneath the seafloor trenches, because these zones could now explain how
the older oceanic plate is destroyed by sinking into the astenosphere.*

3When a molten rock material containing ferrous elements cools it retains the magnetization properties of
the Earth at the time of cooling.

“In most of the Earth, the earthquakes do not occur at depths larger than about 50 km because of the
temperature increase beyond about 400°C that changes the material behavior from elastic to plastic. The
subducting slabs are, however, colder than the surrounding upper mantle into which they descend and the
rocks within them can produce earthquakes even at depths exceeding S00 km (Stein and Rubie, 1999).
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Figurel.1. Distribution of the Earth’s active volcanoes and their tectonic settings. The surface
of the Earth is covered with six large and many small plates of lithosphere. Most of the

earthquakes and volcanoes occur near the edges of these plates. Adapted from 1981 National
Geographic Atlas of the World.
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By combining all of this information with a large amount of data from
seafloor drillings, it emerged that the surface of the Earth is covered with
six large (African, Eurasian, Indo-Australian, North American, Pacific, and
South American) and many small plates of lithosphere, each 50-150 km thick
(Figure 1.1). These plates are rigid in the interior (stable regions) and only flex
slightly when impinging on the other plates (active zones). The plates move
over a highly viscous lower part of the Earth’s upper mantle (about 660 km
thick) and contain the continental and oceanic crusts (Figure 1.2). The lower
mantle extends 2350 km below the upper mantle until it meets the core. The
Earth’s core — more than half the diameter of the entire globe (12,740 km) —
was discovered only in 1906, and 65 years passed before seismic tomography?
established that it consists of an outer, liquid part, and an inner, solid part
(Powell, 1991). The temperature of the inner core varies between 4000 and
6000 K and this core consists mostly of iron (Jeanloz and Romanowicz, 1997).
The liquid outer core is turbulent, rotates faster than the mantle, consists
primarily of molten iron, and is the source of the Earth’s magnetic field (Su et
al., 1996).

The 2900-km-thick mantle consists primarily of silicate and oxide rock in a
partially molten state, is about 1000 K colder than the outer core, and undergoes
a slow plastic deformation of several centimeters per year, as opposed to the
material at the top of the outer core that appears to move considerably faster at
several centimeters per minute. As a consequence, the core—mantle boundary
is likely associated with complex chemical and physical interactions that may
be the source of large-scale motion of the material in the mantle that drives
the plate tectonics of the Earth. This motion is caused by temperature and
composition gradients within the mantle and the core, and is produced from
the heat liberated from the disintegration of radioactive elements. The core—
mantle interaction and/or convection in the mantle may also be responsible for
the production of large plumes of magma that are manifested on the surface of
the Earth in the form of hot spots. These produce active and passive volcanoes,
such as in Hawaii and Yellowstone, respectively.’

A volcano is a place or an opening that allows for the escape of gases, solid,
and molten rocks from the Earth’s interior onto the surface. It is also a hill
or a mountain built around an opening from the accumulated rock material.
According to the International Association of Volcanology there are about 500
volcanoes that have erupted during historic time. Although the span of recorded

3Seismic tomography utilizes the fact that the waves from earthquakes or artificial explosions move at
different velocities in different parts of the Earth. A computer analysis is then used to convert seismic wave
information into three-dimensional images of the interior.

SA distinctive feature of the mantle is its strongly temperature-dependent theology. The lack of sufficient
radioactivity in the upper mantle to account for the observed surface heat flux suggests that the plumes cool
the core while the plates cool the mantle (Davies, 1992).
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history differs greatly from region to region, the Smithsonian Institution in
Washington, D.C. lists about 1500 potentially active volcanoes, or volcanoes
that have apparently erupted in the past 10,000 years. The larger the repose
time of a volcano, the more energetic its resumption becomes. Eruptions such
as Yellowstone in the United States occur every 100,000 years or so and eject
about 1000 km3 of material, those such as Tambora in Indonesia erupt once
every 10,000 years and eject 100 km®, whereas those such as Vesuvius in Italy
produce large eruptions every few thousand years and eject less than 10 km?3
of material. Figurel.l shows the distribution of some of the Earth’s active
volcanoes and their tectonic settings.

Figure1.2. Currents in the molten iron outer core produce the Earth’s magnetic field, whereas
the convective motions in the silicate mantle move the continents. Subducted material may
circulate all the way to the lowermost part of the mantle and from there to the top of the mantle
via mantle plumes (Powell, 1991). The change of seismic velocities at 400 and 660 km depths
can be associated with the changes of mineral structures that contribute to convective motions.
Seismic tomography is an essential tool for probing the Earth’s deep environment.

Most volcanoes are situated around the Pacific Basin, referred to as the Ring

of Fire. The discontinuous chains of volcanoes that make up this ring are found
in the Antarctic, Andes in South America, Central America Mountain Range,
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Cascades Range in North America, Aleutian Islands volcanic arc in Alaska, and
along the western Pacific Ocean margin, from New Zealand, through Indonesia,
the Philippines, Japan, Kamchatka, and back to Alaska. Most of the Earth’s
volcanoes are, however, hidden beneath the oceans at midocean ridges, such as
the Mid-Atlantic Ridge that consists of a submarine mountain range extending
for thousands of kilometers from the Arctic to the Antarctic. This ridge is
dotted with volcanic islands that are interrupted and offset by great curving
transform faults and fractures.

Volcanic eruptions are produced most efficiently near the edges of the plates
where they separate or where the new crust is created (also called the divergent
margins), such as at the Mid-Atlantic Ridge, South Pacific Rise, Mid-Indian
Ridge; converge along the subduction zones (also called the convergent mar-
gins), such as along the Peru—Chile, Aleutian, Kurile, Japan, Philippine, and
Java trenches where the oceanic crust is consumed; or sideslip (also called the
transform or fault margins), such as the San Andreas Fault in California and
Anatolia Fault in Turkey where the plates slide relative to each other but where
the lithosphere is neither created nor consumed (Figure 1.3). The Mid-Atlantic
Ridge spreads from 1 to 5 cm/yr, whereas the East Pacific Rise spreads the
fastest at 5—15 cm/yr. As the lithosphere sinks, it becomes more ductile or less
rigid, and what happens to it within the mantle is at present debatable. Some
claim that the lithosphere does not sink beyond the upper mantle, whereas the
seismological evidence suggests that the lithosphere sinks all the way to the
core—mantle boundary where it may be recycled into hot rock that flows as
plumes toward the surface (Figure 1.2) (Cohen, 1997; Levi, 1997). Beyond a
depth of several hundred kilometers a subducting plate loses its brittleness and
relatively few earthquakes are detected beyond this depth (Skinner and Porter,
1992).

Figure 1.3 illustrates three main types of volcanoes: rift volcanoes, subduc-
tion volcanoes, and hot-spot volcanoes. The rift volcanoes are produced along
the spreading plate boundaries and are found on land in Iceland and in the rift
valley of East Africa, and beneath the sea on a large fraction of the 70,000-km-
long rift system of the Earth. The ocean-ridge volcanoes are produced from
passive spreading where the oceanic lithosphere is thinned by tectonic forces,
caused by the pull of an older and denser lithosphere that sinks into the mantle
at a subduction zone. The subductionvolcanoes are produced by the slow colli-
sion of converging plates and occur above the regions where one plate overrides
the other plate, usually with the oceanic edge plunging or subducting beneath
the continental edge. The subduction-related volcanoes are found at about 200
km inland from the oceanic trench where the plate reaches a depth of about 100
km and where the high temperature within the earth at this depth provides the
necessary conditions to cause rock melting. The island arcs of New Zealand,
the southern Pacific, Indonesia, the Philippines, Japan, Kuriles, Kamchatka,
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Aleutians, Caribbean, Cascade Range, highlands of Mexico and Central Amer-
ica, and the Andes Range are all famous for subduction volcanoes. About
1000 live subduction volcanoes occur along the edges of converging plates,
and in any one year about 40 of these may be in some state of eruption. The
earthquake foci or Benioff zones clearly define the zones of contact between
the cool descending slab and warm mantle into which it is sinking. At depths
of more than about 600 km the earthquakes from these zones fade away as the
thermomechanical contrast between the slabs and mantle is greatly reduced,
but the compositional differences extend much deeper (Francis, 1993).

The hot-spot volcanoes of Hawaii, Azores, Galapagos, and Society Islands
are removed from the converging and subducting plate boundaries and pierce
the overlying plates. These volcanoes are produced from large bathes of magma
or magma plumes that rise through the overlying plate, where the magma ap-
pears to be produced by an uprising convective motion in the mantle. The
Hawaiian islands are produced as a result of the Pacific plate moving westward
over a stationary hot spot. Thus, Kauai island is 5 million years older than,
and 500 km northwest of, the Big Island of Hawaii. The active volcanoes on
the Big Island of Hawaii are less than a million years old, but the Hawaiian
hot spot has persisted for at least 75 million years and has generated about
200 Hawaiian-type volcanoes that are mostly submerged (Decker and Decker,
1991). Mantle hot spots also operate beneath the continental lithosphere, such
as volcanic massifs in central Sahara and Snake River Plain province in North
America where a hot spot is now located beneath Yellowstone National Park
in Wyoming. The continental flood basalts of Decca (northeast India), Drak-
ensberg (South Africa), Columbia River (northwest United States), Siberian
province, submarine Ontong-Java, and other plateaux are believed to have
originated from mantle instabilities that produced plumes hundreds of kilome-
ters in diameter which ascended toward the surface of the Earth. When the
deep mantle material making up a plume arrives at the base of the lithosphere
it may be several hundreds degrees hotter than the surrounding upper mantle
and cause a large-scale partial melting of the latter. Piton de la Fournaise on
Réunion island in the Indian Ocean is believed to be a “tail” of the plume which
produced the Deccan lava plateau. The plate tectonic concept also explains
the location of volcanic belts, whereas the tracks of extinct hot-spot volcanoes
reveal the motion of the plates. There are, of course, many volcanic anomalies
around the world that do not permit a clear placement of volcanoes into their
tectonic setting.

Volcanoes eject gases and rock material that may be in solid, liquid, and
gaseous forms. Magma is the molten rock material within a volcano and
becomes lava after it exits onto the surface or onto the ocean floor. Magma is
produced by melting of rocks in the Earth’s mantle and it is a primary magma
if it remains compositionally unmodified in its passage toward the planetary
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surface. Magma usually consists of three phases: a viscous silicate melt, a
variable proportion of crystals, and a volatile or gas phase. Each of these
phases influences the way in which the magma erupts at the surface. A molten
magma consists of silicate molecules in which a wide range of elements are
combined. This givesrise to the polymerized melt (melt without free molecules)
without a single freezing point. The melting and freezing temperatures of
silicate materials are affected by composition, pressure, and volatile content
(Chapter 3), such that the material compositions with more silicon and volatiles
have lower melting temperatures. The addition of water to a melt gives rise
to melt depolymerization and reduction of viscosity, whereas the addition of
carbon dioxide produces the opposite effects. When the rocks are formed
by freezing of molten material they become igneous (from the Greek, “fire-
formed”) rocks. The extrusive igneous rocks are formed by freezing of lava,
whereas the intrusive igneous rocks are formed by freezing of magma within a
volcanic system. The plutonic igneous rocks are not associated with a volcanic
system and are formed deep inside the Earth. A volcanic eruption may be
magmatic or caused by magma, or hydroeruption caused by the conversion of
water into steam. An interaction of magma with water produces hydromagmatic
or phreatomagmatic eruptions.

The pyroclastic (from the Greek, “fire-broken”) materials are materials in
liquid or solid condition that are ejected from a volcano. They are ejected from
volcanic vents or openings above volcanic conduits, pipes, or dikes (narrow
cracks or fissures). Pyroclasts derive from three sources: magma that is cooled
and broken into fragments by expanding gases at the time of eruption, fragments
or lithics of conduit walls and magma storage systems, and clasts of lava thrown
into the air that cool during their flight. Pyroclastic rocks that fall to the
ground from eruption clouds are known collectively as tephra (from the Greek,
“ashes”). Both lavas and pyroclastic rocks that have a fragmented, cindery
texture are called scoria (from the Greek, “refuse”). Volcanic eruptions build
hills or mountains in the shape of cones with the top of the cone forming
a depression or crater. Calderas are very large craters several kilometers in
diameter and are formed by the collapse of volcanic edifices from the evacuation
of magma from the system. The volcanic conduits are fed by magma from
magma chambers or reservoirs or magma plumes, as in some oceanic regions.
Magmas contain dissolved gases at high pressures and exsolve and form gas
bubbles as the pressure is reduced close to the Earth’s surface. Depending on the
temperature, pressure, and chemical composition of rocks, magma evolves by
differentiation or by changing its composition due to pressure and temperature
variations, contamination or assimilation whereby it reacts or incorporates
materials from rocks during its evolution, mixing with other magmas or rocks,
and solidification into crystals. Generally, one constituent of magma reaches
saturation first and crystallizes out before other constituents. Thus, the mineral
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olivine (Mg,Fe),Si04 crystallizes 100°C before pyroxene (Mg,Fe)Si; Og, which
in turn crystallizes a few degrees before feldspar NaAlSizOg-CaAl,SisOg. The
texture of igneous rocks depends on the size and shape of crystals, which in turn
depend on the rapidity of cooling and viscosity of magma. Many magmas begin
crystallizing long before erupting. Phenocrysts are crystals that crystallize out
at the highest temperatures and in low-silicon-content rocks (basalts) they are
typically olivine and pyroxene, whereas in more silicic rocks they are commonly
feldspar. A very rapid cooling of magma produces non-crystalline glassy matrix
materials called groundmass.

The classification of igneous rocks may be based on texture and composition,
and the minerals that make up the rock can be used to infer the physical
conditions under which the rock was formed. Both chemical and mineralogical
compositions are used to study the rock composition. Thus rocks with light-
colored minerals rich in feldspar are felsic, whereas the rocks containing large
proportions of dark minerals, such as Mg and Fe, are mafic. Table 1.1 shows the
average chemical compositions and norms of some common types of volcanic
rocks, and Table 1.2 provides a summary of the standard minerals of the CIPW
norm.” All but a few volcanic rocks are made of various combinations of
only seven different mineral families: olivines, pyroxenes, amphiboles, micas,
feldspars (or feldspathoids), quartz, and oxides (Chapter 3). The rhyolite,
andesite, and basalt contain decreasing amounts of silicon, which affects the
physical and rheological properties of magmas and thus the nature of volcanic
transport processes.

Very viscous lavas form a steep-sided plug over the vent called a lava dome.
The solid fragments thrown from a vent form a pile of debris around the crater
called a cinder cone. Very fluid lavas or basalts can flow over long distances on
gentle slopes, forming lava plateaux or low-sloping volcanic piles called shield
volcanoes. The alteration of ash and lava flows forms steep concave slopes or
a stratovolcano (or a composite dome).

Volcanoes can be erupting, dormant, or dead, and their lifetimes are ex-
tremely variable. A recurrently erupting volcano has a lifetime of roughly 1
million years, and any volcanic peak that shows little of the ravages of time
should be considered dormant. A poorly sorted gravel in a matrix of fine silt
near explosive volcanoes can produce mudflows and lahars when heavy rains
wash down loose ash, or during an eruption which melts the snow and ice on
the volcano’s high summit. The resulting surge of mud in turn picks up larger
rocks and boulders, producing a torrent of wet concrete.

7CIPW norm is a system of recalculating chemical analyses of rocks to “normative” or “hypothetical
minerals” (Kelsey, 1965).
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Table1.1. Average Chemical Compositions of Common Types of Volcanic Rocks in Weight
Percent and Their Norms. From Data Compiled by Le Maitre (1976).

Rhyolite Trachyte Phonolite Andesite Basalt Nephelinite

SiO; 72.82 61.21 56.19 5794 4920 40.60
TiO2 028 0.70 0.62 0.87 1.84 2.66
Al O3 13.27 16.96 19.04 1702 1574 1433
Fez 03 1.48 299 279 327 3.79 5.48
FeO 1.11 229 2.03 4.04 7.13 6.17
MgO 0.39 093 1.07 333 6.73 6.39
MnO 0.06 0.15 0.17 0.14 020 0.26
Ca0 1.14 234 272 6.79 9.47 11.89
Na, O 355 5.47 7.79 3.48 292 4.79
K20 430 498 524 1.62 1.10 3.46
H20+ 1.10 1.15 157 0.83 0.95 1.65
H,0- 0.31 047 0.37 0.34 0.43 054
P,0s 0.07 021 0.18 021 0.3s 1.07
CO, 0.08 0.09 0.08 0.05 011 0.60

Normative mineral

Q 32.87 5.00 - 12.37 - -
C 1.02 - - - - -
Or 25.44 2941 30.96 9.60 6.53 3.16
Ab 30.07 46.26 35.48 29.44  24.66 -
An 4.76 7.05 1.50 2602  26.62 7.39
Lc - - - - - 13.57
Ne - - 16.50 - - 2195
Di - 2.14 6.89 484 14.02 3236
Wo ~ - 0.73 - - -
Hy 134 2.06 - 949 1520 -
0)] - - - - 1.50 232
Mt 2.14 433 4.05 4.74 5.49 7.95
It 0.54 134 1.18 1.65 3.49 5.05
Ap 0.17 0.49 041 050 0.82 251
Cc 0.17 020 0.17 0.11 026 137

H,O- identifies the water content of a rock released when it is heated up to 110°C, whereas HoO+ is
the content of water released when the rock is heated from 110°C up to the melting temperature.

Physical volcanology deals with the studies of physics of volcanic processes.
The volcanology also includes petrology or science of rocks, tectonophysics
or physics of the deformation of the Earth’s crust, chemistry, and structural
geology. The condition of magma within the Earth depends in a complex
manner on the cooling of the Earth through its geologic time spanning about
5 billion years. The present magmatic and volcanic activities are considerably
reduced from the ones in the distant past, and the assimilation of magmas
with the Earth’s crust has considerably complicated magma composition and
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Table 1.2. Standard Minerals of the CIPW Norm (Kelsey,

1965).

Normative mineral Notation Composition
Quartz Q SiO,

Orthoclase Or K20-Al;03-6Si0,
Albite Ab Naz0-Al; 03-6Si0,
Anorthite An Ca0-Al;05-2Si0,
Leucite Lc K20A12 03 48102
Nepheline Ne Naz0 Al; 03.2Si0;
Kaliophilite Kp K;0-Al;05-2Si0,
Acmite Ac NayO-Fe;03-4Si0;
Sodium metasilicate Ns Na,0-Si0,
Potassium metasilicate  Ks K;0-SiO;

Diopside Di Ca0.(Mg,Fe)0-2Si0;
Wollastonite Wo Ca0-SiO,
Hypersthene Hy (Mg,Fe)O-SiO;
Olivine 0| 2(Mg,Fe)0-SiO,
Dicalcium silicate Cs 2Ca0-Si0,

Sphene Tn Ca0.TiO;-Si02
Zircon Z Zr0,-Si0,
Corundum C Al; Oy

Halite Hl NaCl

Thenardite Th Naz0-SiO3

Sodium carbonate Nc Na;0.CO,
Magnetite Mt FeO.Fe, 04
Chromite Cm FeO.Cry04
Ilmenite Il FeO-TiO;

Hematite Hm Fe2 04

Perovskite Pf CaO-TiO;

Rutile Ru TiO,

Apatite Ap 3Ca0-P,05-1 CaF,
Fluorite Fr CaF;

Pyrite Pr FeS,

Calcite Cc Ca0.CO,

processes through geologic time. The volcanic activity of our planet depends
on its dynamic evolution and for other planets of the solar system that involve
different evolutions will not be discussed in this book.

1.2

THE VOLCANIC SYSTEM

A volcanic system allows for a wide variety of eruption modes due to the
complicated interrelationship between the chemical, mechanical, and thermo-
dynamic processes occurring within and above the volcano. The volcanic
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processes are tied to the evolution of the Earth’s crust. The mantle, subducted
oceanic crust, and continental crust contain different rock types and contribute
different magmas (Whyllie, 1984). Magmas consist primarily of completely
or partially molten silicates containing volatile materials which are dissolved
in the melt or exsolved in the form of gas bubbles. The silicate and volatile
portions affect the physical properties of magma and, therefore, the nature of
volcanic eruptions. The major silicate minerals are adequately represented in
igneous rocks by the elements O, Si, Al, Fe, Mg, Ca, and K (see Table 1.2).
The remaining elements of the periodic table occur only in trace amounts. The
crystallization of minerals affects the crystal and melt compositions, and the
elements that are excluded from the crystallizing minerals, or that are enriched
in the residual melt, are called the incompatible elements. The compatible
elements are enriched in the crystals and excluded from the melt. A study of
radioactive trace isotopes and daughter elements produced from the radioac-
tive decay provides unique information concerning the origin and evolution of
planetary crusts and mantles (Chapter 3).

Figure 1.4 places in perspective important volcanic processes in difterent
regions of a volcanic system for the purpose of the more detailed discussions
in the following chapters. The depth of melt formation below the surface of
the Earth is not unique, ranging from 10-20 km for midocean ridge basalts
to 200 km for ultramafic rocks or kimberlites that are thought to have erupted
in prehistoric times (Wilson et al., 1987). Once sufficiently large melt bodies
have been formed by melting of the mantle, they may rise toward the surface of
the Earth in the form of diapirs due to their buoyancy relative to the unmelted
residues and displace or deform the surrounding rock structure as they slowly
rise upward. As the diapirs rise they cool; the surrounding rock structure
becomes more rigid and may prevent diapir ascent and allow for the formation of
magma chambers or reservoirs. In some oceanic regions the magma chambers
do not have to exist, since magma plumes below the thin oceanic lithosphere, or
pull of the plates at subducting margins, can act instead as a source of magma
supply. The zone of melting and magma segregation may be envisaged as a
multicomponent and multiphase flow system. A two-phase flow system can
consist of solid (rocks) and liquid (melt), and a three-phase system can also
include gas bubbles. The dissolved gases and chemical constituents in the melt
contribute toward the multicomponent nature of the problem.

Magma chambers are usually found from 3 to 20 km below the surface
of the Earth and their size may be on the order of 10 km. These reservoirs
should not be regarded as large vats of liquid (Bergantz, 1995), but porous
and fractured media containing the melt which is in a continuous process of
evolution due to the new magma supply into the chamber, mixing of magmas
with different rheological characteristics, growth of crystals and magma differ-
entiation, exsolution of gas from the melt, and magma expulsion into conduits,
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Figure 1.4.  Schematic illustration of a volcanic system (Dobran et al., 1990).

dikes, or sills, depending on the magma buoyancy and strength of rocks. The
“wall” of a magma reservoir is therefore poorly defined in the sense of a rigid
and impermeable-to-mass partition, because it extends in length as a porous
structure where crystals deposit and through which the exsolved gases may
escape. Magma in superficial reservoirs can also interact with water contained
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in underground aquifers and thus produce additional gases or steam that can
be vented not only through a conduit or conduits during eruptions, but also
through the fractured media surrounding the chambers and conduits. A magma
chamber with the solidlike matrix, gas bubbles produced from the exsolution
of dissolved gases in the melt or from magma—water interaction, and the melt
with dissolved gases, constitutes a three-phase and multicomponent open flow
system.

The nature of a volcanic eruption is largely determined by the physical and
rheological characteristics of the mixture of magma, crystals, and gases during
their ascent toward the surface of the Earth through various types of conduits
or fissures and different geological zones that may contain water (Macdonald,
1972; Cas and Wright, 1993). As the pressure of magma is reduced it exsolves
or liberates gas in the form of gas bubbles. These bubbles then rapidly grow
due to decompression caused by pressure decrease until they begin occupying a
large portion of the flow passage. When this occurs, the melt cannot flow easily
anymore through the conduit and it breaks or fragments into many pieces and
changes the flow regime. The new flow regime may consist of the continuous
gas phase and dispersed pieces of melt and solid fragments. The location of
this magma fragmentation zone may or may not reside within a conduit, and the
flow of magma, solids, and gases may be temporarily blocked by the overlying
rocks closing the vent. The silicic magmas, such as dacites and rhyolites, have
several orders of magnitude higher viscosities and are more soluble (as much
as 5-6 wt%) with H,O and CO; than the mafic magmas, such as basalts and
andesites (McBirney and Murase, 1984). Assuch, the silicic magmas hinder the
relative motion between the phases and tend to produce magma fragmentation
in conduits with the ejection of large volumes of pumice, ash, and gas from
the vent. In these so-called plinian eruptions (after Pliny the Younger who
observed and recorded the 79 eruption of Vesuvius), the lava flows on the
surface may or may not occur. Plinian tephra deposits are typically composed
of bubbly pumice clasts of dacitic to rhyolitic composition. They are usually,
but not exclusively, found at destructive plate margins where large volumes
of silicic magmas can be generated from the continental crust. Although
rare, plinian eruptions of basaltic compositions are also known (Francis, 1993).
Plinian eruptions produce large convecting eruption columns that may discharge
material high into the stratosphere, 45 km or higher. Ultraplinian eruptions,
such as the Taupo eruption in 186 on the North Island of New Zealand, can rise
to even higher altitudes (60 km).

The higher temperature and lower viscosity mafic magmas produce hawai-
ian- and strombolian-type eruptions, after the most common eruptions on
Hawaiian islands and on the island of Stromboli in the Mediterranean Sea.
The hawaiian activity occurs typically from fissures and involves basaltic mag-
mas of low gas contents, usually less than 1 wt%. The exsolved gases form
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small bubbles whose foaming effect at the vent is responsible for lava fountains
and the eruptions are quietly effusive (Figure 1.4). The strombolian activity
involves more viscous basaltic and andesitic magmas in which large bubbles
reaching the vent “explosively” decompress, carrying with them into the atmo-
sphere incandescent cinder, lapilli, and bombs several hundred meters high.®
A true strombolian activity consists of intermittent explosive bursts that eject
pyroclasts tens or hundreds of meters into the air and no sustained eruption
column develops. Such eruptions may occur every few minutes and during the
night the glowing lava clasts display elegant parabolic ballistic paths as they
fall back to the Earth.

Between Stromboli and Sicily rises an active volcanic island of Vulcano to
which is associated a volcanic activity called vulcanian.’ Such eruptions are of
small magnitude (< 1 km3), but their eruption columns rise much higher than
those of strombolian eruptions and their explosions are more violent and involve
magmas with higher viscosities, such as those containing high quantities of
crystals. Ultravulcanian eruptions occur through violent openings of volcanic
vents and with very high viscosity magmas.

Subduction-related volcanoes contain large quantities of volatiles which can
be produced from the incorporation of seafloor sediments from the subducting
plate into the magma, since these sediments have higher water and often higher
carbon dioxide contents. Alternatively, the pressure and temperature condi-
tions characterized by the subduction zones form more silica-rich magmas that
concentrate large quantities of gas.

An interaction of magma with the subsurface water can produce “explo-
sive” hydrovolcanic eruptions. Water can interact with hot volcanic material
when a vent opens under the sea or lake, when ascending magma interacts
with subsurface aquifers, or when lava or pyroclastic flows move over water
sediments. When large amounts of water interact with magma rather than with
hot rock, large volumes of steam are produced and this can decompress with
an explosive force capable of destroying all surface features of volcanoes. The
eruptions of Krakatau in 1883 and Mt. St. Helens in 1980 are examples of this
type of processes. Hydrovolcanic eruptions can produce pyroclastic flows and
surges of low clouds of ash, gas, vesiculated fragments, and crystals in various
proportions that may move with speeds in excess of 100 km/hr radially from the
vents. The pyroclastic dispersion clouds from plinian and hydrovolcanic erup-
tions can consist of several phases (gas, solid particles, melt, condensed water

8The volcanic ash is considered to have a grain size of less than 2 mm, the lapilli have a grain size from 2
to 60 mm, whereas the bombs are larger than 60 mm (Wright et al., 1980).

9In Roman mythology Vulcanus was the god of forge who worked within Vulcano. Because of his special
skills to work the bronze and iron the Romans built temples in his honor, but always outside of the city
because of the fear of fire. In Rome his temple was located in the Campus Martius where there was plenty
of open space.
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drops) and gas components (water vapor, air, carbon dioxide), and may produce
50-km-high volcanic plumes (Walker, 1981). The Peléean activity cannot be
easily linked to that of plinian or vulcanian, since this activity produces nuées
ardentes, or glowing clouds of the sort that destroyed St. Pierre in 1902 on
the island of Martinique (see below). A nuée consists of solid fragments (huge
boulders mixed indiscriminately with fine dust) avalanching downslope, with
hot escaping gases rising upward and carrying huge amounts of dust with them,
while the denser part containing most of the solid material hugs the ground and
rolls rapidly over it at great speed.

Lava flows occur from magmas of low gas content such as basalts that
underwent a degassing process through previous eruptions. These flows are
complex, and because of their subliquidus temperature they behave as non-
Newtonian fluids possessing a yield strength. In fact, they are multiphase
mixtures of magma, crystals, and gas and their behavior can be explained by
the multiphase transport theory. While today’s lava flows are usually short
(several kilometers to few tens of kilometers), some past flows were very
long.® Lava flows are bounded by levees or natural banks at the sides of
the flow. Cooling of the surface of lava is very effective by radiation at high
temperature, and a lava flow exiting from a fissure or conduit rapidly develops
a crust which may bind to the surrounding levees and produce a closed channel
or tube with lava flowing within it. A tube effectively shields lava from cooling
and extends its travel distance to tens of kilometers. Lava flows exhibit different
morphological features, depending on the driving characteristics at the vent and
chemical and physical properties. Low-viscosity lavas (as low as 10 Pa-s) are
pahoehoe and have a smooth surface. In contrast, the aa lavas have surfaces
made up of a jumble of loose, irregularly shaped cindery blocks, often with
razor-sharp asperities. Pahoehoe and aa lavas are often emptied from the same
vent with the latter forming at higher discharge rates and never reverting to the
former. Toothpaste lava is intermediate between pahoehoe and aa and forms
the proximal portion of lava flows from ephemeral mouths. 1t is characterized
by a surface with longitudinal grooves and ridges parallel to the flow direction.
Because andesitic lavas have higher viscosities, their travel distance is shorter
than that of basalts and pahoehoe surfaces have not been observed. Block lavas
are typical of andesites and their surfaces consist of large, smooth-sided blocks
of lava, up to several meters in size. The flows are tens of meters thick and the
lava tubes are less common than in basalts. High-viscosity dacitic lava flows
are very thick and sluggish and tend to form lava domes more effectively than
basalts and andesites. Rhyolitic lavas are much less abundant, since they tend
to be extruded as pyroclasts (Dobran, 1995).

10The Roza and Pomona flows of the Columbia River Plateau were 300 and 500 km long, respectively.
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Dredging of the seafloor has demonstrated that the basaltic lavas form the
major portion of the upper oceanic crust. The ocean-floor volcanism is restricted
to a zone a few kilometers wide along the ridge axes where the pressure of
the water column above the seafloor is sufficiently high to prevent explosive
eruptions at depths of more than about S0 m. Magmas in this environment erupt
passively from fissures along the ridge axes and are quickly cooled by forming
pillows. These pillows form from lava feeding a bulbous mass of liquid which
is enclosed within a shell of glassy crust that is subsequently ruptured as more
lava is fed into it and new pillows form from the expelled lava (Heirtzler and
Bryan, 1975).

1.3 THE GEODYNAMIC PROBLEM

The volcanic system is a part of the geodynamic problem dealing with the
evolution of the Earth’s interior and its crust, and interaction with the atmo-
sphere. As such, the volcanic system is in a constant process of change and
must be viewed as a subsystem of a larger system. This system therefore can-
not be considered closed for heat, mass, and momentum transfer over geologic
periods involving volcanic dormancy and eruptions, nor in steady state. For
periods that are short in comparison with geologic times, or material transit
times through the system that are short in comparison with the unsteadiness
of physical processes, certain phenomena within the volcano may indeed be
considered as quasi-steady. Steady state modeling of volcanic processes can-
not provide information on the volcanic system’s stability, nor the effect of
perturbing parameters on the system that may produce instabilities leading to
eruptions.

Modeling of volcanic transport processes can involve various levels of com-
pleteness and complications, depending on the available information about the
system to be modeled. Simple physical models of these processes are usually
inadequate because they fail to include the necessary physics, but are often
claimed as adequate because they are fine-tuned with experimental data. When
this occurs these models become correlations and their range of applicability is
severely limited. More complete, and thus more complex, physicomathemati-
cal models may also prove inadequate for modeling real processes, unless the
mathematical model is first properly verified and the physical model properly
tested against the well-known physical phenomena. Solving the equations right
and solving the right equations is fundamental. When combined with reliable
geological and geophysical data the properly verified and validated physical
and chemical modeling approach of volcanic transport processes is our best
tool aimed at a rational understanding of how volcanoes work and how to ex-
trapolate their behavior into the future. This is the basic premise of this book
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and efforts leading to the development of global volcanic simulators capable
of modeling the evolutions of volcanic systems (Dobran, 1993, 1994).

1.4 VOLCANIC ACTIVITY ON THE EARTH

An examination of the volcanic activity on the Earth allows for the placement
of volcanoes in their tectonic setting and provides clues to the possible transport
processes that operate within them. Figure 1.1 shows some of the active
volcanoes on the Earth in relation to the Earth’s crust, whereas Figure 1.3
shows three main types of volcanoes: rift, subduction, and hot-spot volcanoes.
The present-day volcanoes can be grouped into those of ocean basins, island
arcs, and continental margins, and those of continents.

The volcanic activity in the ocean basin is along the crests of spreading
ridges and in isolated volcanic islands away from the ridges. The rocks from
these regions are mostly basaltic. More than two-thirds of the world’s active
volcanoes are situated on island arcs and along the continental margins. The
volcanicregions of this type are the island arcs bounded on either side by oceanic
crust, continental margins bounded by oceanic crust on one side and continental
crust on the other, and intracontinental fold belts bounded by continental crust
on both sides (Figure 1.1). The rocks from these volcanoes include basalts,
andesites, dacites, and rhyolites. The continental region volcanoes include
those of East Africa and Antarctica and their number and magma erupted are
very small. Table 1.3 provides a summary of the dominant rock types of
oceanic island, island arc, and continental margin volcanoes. The ditferent
types of basalts (alkali, olivine, tholeiite) are explained in Chapter 3.

The subduction zones generate about 2000 active volcanoes and form island
arcs and high mountain chains. These volcanoes are largely explosive and
produce ash, pumice, cinders, and molten lava bombs. Vesuvius, Krakatau,
Mt. Pelée, Katmai, Bezymianny, Mt. St. Helens, and Nevado del Ruiz all
belong to the subductionclan and are notorious for their explosivity. In contrast,
the rift volcanoes are located on the ridges of separating plates and produce
mainly effusive lava flows.

Volcanic eruptions can bring devastations to the lands and civilizations and
in the distant past may have been responsible for creating volcanic winters on
the Earth (Rampino et al., 1987; Courtillot, 1990). Today, millions of people
live too close to some of the most dangerous volcanoes in the world and it is
very likely that one of these will produce a catastrophe in the not-too-distant
future, unless the territories around them are reorganized so that the people can
cohabit with them in security. This is, of course, a very difficult task because
of the necessity of combining socioeconomic data with engineering and urban-
planning, and involving the politicians whose useful life is short in comparison
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Table 1.3.  Dominant Volcanic Rock Types of Oceanic Island, Island Arc, and
Continental Margin and Region Volcanoes. Data Compiled by Hall (1987).

Oceanic island

Rock type

Ascension olivine tholeiite basalt

Azores olivine basalt + trachyte

Femando de Noronha alkali basalt + nephelinite + trachyte
St. Helena alkali basalt + trachyte

Trinidade phonolite

Tristan de Cunha trachybasalt

Gough alkali basalt + olivine tholeiite + trachyte
Reunion olivine tholeiite

Mauritius alkali olivine basalt

Hawaii tholeiite basalt

Tahiti alkali basalt

Galapagos tholeiite basalt + alkali basalt

Jan Mayen alkali basalt

Island arcs

New Hebrides olivine basalt + andesite

Tonga and Kermadec
Solomon Islands

Lesser Antilles

South Sandwich Islands

tholeiite basalt + andesite + dacite
olivine basalt + andesite

andesite

tholeiite basalt

Continental margin

Japan

Southwesten Indonesia

New Zealand

Central America

Washington and northern California
Aleutian Islands

Aegean Sea (Santorini)

Southem Italy

Armmenia and Turkey

Himalayan Belt

andesite

andesite + trachybasalt

rhyolite + andesite

basalt + andesite

dacite + rhyolite

basalt

basalt + andesite + dacite + rhyolite
basalt + andesite + dacite + rhyolite
andesite + dacite + rhyolite
andesite + dacite + rhyolite

Continental region

East Africa and Red Sea
West Africa (Cameroun)
Northeastern Siberia
Antarctic Continent

mafic
alkaline-type rocks
basalt + rhyolite
leucitite

to the periods between eruptions. The best way to assess the potential danger
from different types of eruptions is to examine some representative cases from
the historical record. This will also serve as a guideline for the construction of
appropriate models in the following chapters.
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1600 B.C. (approx.) Thera (Santorini), Aegean Sea, Greece

The floor of the eastern Mediterranean provides evidence for a massive volcanic
eruption taking place during the period 1400-1600 B.C. This eruption spewed
out some 30 km?® of dacitic and rhyolitic magma, obliterated about 80 km?
of the island of Thera, and formed a huge caldera (Sparks and Sigurdsson,
1978). Prior to this eruption the Minoan civilization centered on Crete had a
base on Thera which controlled the islands and coastal regions of the Aegean
Sea, but after the eruption the Minoan civilization started declining and a new
civilization at Mycenae on Peleponeze became established as the dominant
civilization in Greece. Figure 1.5a shows the extent of the ashfall from Thera
as estimated from deep-sea drillings (Scandone, 1987). Figure 1.5b illustrates
the remnants of the islands that were also subjected to the more recent eruptions
of Thera or Santorini'! in 1570, 1707, and 1925. The 1600 B.C. eruption of
Santorini has also been linked to the mystery of Atlantis (Ellis, 1998).

MEDITERRANEAN SEA ~ \

~ s

N~ ——
AREA OF ASHFALL

Figure 1.5a. Extent of ashfall from the eruption of Thera sometime between 1600 and 1400
B.C.

79 and 1631 Eruptions of Vesuvius, Naples, Italy

In the early afternoon of August 24 in 79 and after about 800 years of silence a
plinian eruption column began forming over Vesuvius. The eruption was pre-
ceded by a phreatomagmatic explosion and the magma discharge rate increased
until 1 a.m. on August 25 when the column began collapsing and producing

11The modern name Santorini derives from St. Irene, the island’s patron saint in the Middle Ages.
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Figure 1.5b.  Ancient Minoan town of Akrotiri and modern city of Phira at
Santorini, situated on the steep cliffs (hatched) which define the caldera wall
(Decker and Decker, 1991).

pyroclastic flows and surges. These flows obliterated the nearby residential
city of Herculaneum and Roman commercial center of Pompeii (Sigurdsson
et al., 1985). Prior to the eruption a violent earthquake in 62 damaged the
surrounding towns and small earthquakes continued for several years, but they
were not interpreted, as they would be today, as a premonition of the impending
danger of a volcanic eruption. It is estimated that several thousand people lost
their lives and that the eruption discharged about 3 km® of material (Figure
1.6).

The Somma—Vesuvius volcanic complex has exhibited various types of ac-
tivity for the past 35,000 years. Each of the large-scale plinian eruptions
(Codola, Sarno, Basal, Greenish, Lagno Amendolare, Mercato, Avellino, and
Pompei) erupted several cubic kilometers of material and occurred every few
thousand years, whereas the medium-scale subplinian eruptions (800 B.C.,
412, 1036, 1631) occurred every few centuries with each erupting about 0.1
km? of material (Arno et al., 1987; Figliuolo and Marturano, 1997). Vesuvius
also produces small-scale strombolian and effusive eruptions which follow the
plinian and subplinian eruptions until the conduit closes (Dobran, 1993). A
common feature of the plinian eruptions is that they were intermittently inter-
rupted by partial column collapses that produced pyroclastic flows and surges,
and terminated with the interaction of magma with water from underground
aquifers (Sheridan et al., 1981; Sigurdsson et al., 1985; Barberi et al., 1989).
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Figure 1.6a.  Extent of ashfall from the 79 eruption of Vesuvius (modified by Dobran et al,
1990, from Rosi et al., 1987).

The 1631 subplinian eruption of Vesuvius on December 16 and 17 killed
between 4000 and 10,000 people. The eruption first produced a plinian col-
umn and with the caldera collapse magma-water interaction that decapitated
the cone by about 400 m. This produced pyroclastic flows and lahars and
destroyed many coastal towns (Rolandi et al., 1993; Rosi et al., 1993). The last
eruption of Vesuvius occurred in 1944 which apparently terminated the 1631
cycle with the closure of the volcanic conduit. Vesuvius has been extensively
studied after its eruption of 1631 and has helped develop volcanological science
and shape Western civilization. Many of its eruptions are well-documented and
can be used for testing different models of volcanic transport processes, includ-
ing global volcanic simulators. A massive eruption about 35,000 years ago
at nearby Campi Flegrei (Phlegraean Fields) covered about 7000 km? with
pyroclastic products, erupted an estimated 100 km? of magma (Campanian
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Figure 1.6b.  Extent of pyroclastic flows from the 79 eruption of Vesuvius (modified by Dobran
et al., 1990, from Rosi et al., 1987).

Ignimbrite), and produced a caldera 12 km wide. About 23,000 years later
the Phlegraean Fields produced another massive eruption and deposited tens
of meters thick Neapolitan Yellow Tuff on which Naples has been built. The
size of this eruption was about one-fourth that of the Campanian Ignimbrite,
but its pyroclastic flows swept all over the area. Subsequent eruptions in the
area were of much smaller magnitudes, with the last occurring in 1538 with
intense seismic activity and formation of Monte Nuovo to the west of the Gulf
of Pozzuoli. Today the Phlegraean Fields and Vesuvius area are populated with
several million people, with Naples right in between. In the 1980s the Gulf of
Puzzuoli was inundated with numerous earthquakes and uplifting of the bay,
but this activity subsequently subsided (Barberi et al., 1984) (Figure 1.7).
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Figure 1.6c.  View of Vesuvius from the ruins of the forum at Pompeii.

Figure 1.7. Campi Flegrei and recent volcanic activity (modified from Gasparini, 1987).

27
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1815 Tambora, Sumbawa, Indonesia

The largest eruption ever recorded was that of the stratovolcano Mt. Tambora
on the Dutch East Indies’ (today Indonesia) island of Sumbawa (Figure 1.8a).
In 1815 this mountain exploded with an estimated power of 25,000 megatons
(1 megaton is equivalent to 1 million tons of TNT), or with a power one
million times greater than that of the atomic bomb dropped on Hiroshima
(0.02 megatons) in 1945. Tambora became restless several months earlier and
produced small showers of ash, but on April 5 this 4000-m-high mountain blew
almost 400 m of its top, discharged about 150 km? of material, and killed about
10,000 people. On the island, boats were driven ashore as the sea first rose
several meters, subsided, and 5 days later returned with a 4-m-high tidal wave
that devastated the coastal towns and caused the death of another 80,000 people
from famine and disease. Tambora exploded through a complex series of events
that included phreatomagmatic explosions, plinian eruptions, and an extensive
period of column collapse with the production of surges and pyroclastic flows
(Sigurdsson and Carey, 1989). This massive eruption produced an estimated
column height of more than 40 km. Its ash in the atmosphere cooled the Earth
by blocking the Sun’s rays and produced in 1816 “The year without a summer”
(Stommel and Stommel, 1979). The explosions from the eruption were heard
1500 km away in Sumatra.

1883 Krakatau, Java, Indonesia

In May 1883, Krakatau was an uninhabited island in Sunda Straits, between
the large islands of Java and Sumatra (Figure 1.8b) and administered by the
Dutch (now Indonesia). It was composed of three peaks: Rakata, about 800 m;
Danan, about 400 m; and Perbuwatan, about 100 m. On May 20, Perbuwatan
burst explosively into life after about 200 years of silence, and after 3 months
of rumblings it produced the first major eruption on the afternoon of August
26. The eruption column rose at least 25 km and produced fallout of pumice
and localized pyroclastic flows. Sometime in the early morning of August 27
the main activity shifted from the one of convecting column to dominantly
collapsing column. This generated large-volume pyroclastic flows and many
tsunamis that caused most of the deaths from the eruption (Self and Rampino,
1981; Carey et al., 1996). The largest explosion produced a 45-km-high
eruption cloud and 40-m-high tsunamis around 10 a.m. when the volcano
collapsed into the void left over by the discharged magma. Krakatau blew with
succession of blasts and an estimated power of 500 megatons, or with 50 times
less power than the eruption of Tambora, 68 years earlier. The blast was heard
6000 km away and the tidal waves were recorded as far as the Bay of Biscay,
17,000 km away.

Krakatau discharged about 15 km® of magma, its pyroclastic flows moved
over water for 80 km (Figure 1.8b), and its eruption produced deadly tsunamis
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some 40 m high. The latter rolled in all directions, flooded the coasts of Java
and Sumatra, and killed about 35,000 people. The large number of deaths from
this eruption occurred because the people did not know that the tsunami waves
would return with an even greater destructive power. These waves traveled
at several hundred kilometers per hour over the water and, 9 hours later and
3500 km away, it was reported that they sank 3000 riverboats in Calcutta (Ellis,
1998). The island of Krakatau does not exist anymore, but in its place a new
volcanicisland arose in 1928: Anak Krakatau, the “Child of Krakatau” (Francis
and Self, 1983).

Figure1.8a. Locations of volcanoes in Indonesia that have erupted during historic time (Decker
and Decker, 1991).

Figure 1.8b. Extent of ashfall from 1883 Krakatau eruption (Decker and Decker, 1991).
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1902 Mt. Pelée, Martinique, Central America

The eruption of Mt. Pelée on May 8 in 1902 doomed the town of St. Pierre
and 10,000 of its inhabitants on the island of Martinique (Figure 1.9a). This
high number of deaths is associated with the failure to evacuate St. Pierre on
time, since the volcano had been emitting ash and gas for 2 weeks prior to the
eruption. The nuées ardentes on May 8 traveling down the valley toward the
sea had a rapidly moving surge of hot gas and suspended ash (pyroclastic flow)
On May 20, a second powerful nuée swept through St. Pierre and flattened the
remains. On August 30, death came again to Martinique in the small village
of Morne Rouge where about 2000 people lost their lives. And in November
1902, a great spine of solidified lava began rising above the crater. It reached
a height of more than 300 m and stood above St. Pierre like an obelisk or
memorial to those who had died below (Brousse and Chrétian, 1989).

Figure 1.9a. St. Pierre after its destruction on May 8, 1902, by Mt. Pelée
(photographer unknown).
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Figure 1.9b. Devastation on the island of Martinique from Mt. Pelée.

1980 Mt. St. Helens, USA

Before the eruption in 1980, Mt. St. Helens was a graceful conical mountain
that loomed 2900 m over Spirit Lake in the State of Washington (Figure 1.10a).
The premonitory sign of the eruption was an earthquake on March 20, 1980.
Small earthquakes continued afterward and on March 29 gas samples from small
explosions at the crater indicated the possible presence of magma close to the
surface. On April 1, the seismic network detected low-frequency tremors (about
10 oscillations per second), suggesting that magma was rising and fracturing
rocks as it ascended toward the surface. By April 19, however, the northern
side of the mountain developed a bulge, and at 8:32 a.m. on May 18 this bulge
collapsed and produced a debris avalanche or a large landslide. This in turn
reduced the pressure on magma within the volcano and the mountain blew up,
producing a large horseshoe-shaped crater with an opening on the north side of
the mountain (Figure 1.10b). The explosion was produced from the generation
of a very large volume of gas caused by magma pressure decrease, similarly to
a champagne bottle when it is shaken and the cork rapidly removed. The blast
from the explosion was so powerful that it uprooted trees and caused severe
burns, 15 km away. It affected an area of about 600 km? and traveled 30 km from
the source (Moore and Sisson, 1981). Almost 50% of Washington State felt the
impact of the eruption that disrupted power, communication, and transportation
systems. After the blast the eruption cloud (Figure 1.10c) produced numerous
pyroclastic flows that swept over the northern flank of the volcano and formed
a broad apron known as “pumice plain.” Like nuée ardentes, pumice flows
travel as masses of solid particles of pumice in a suspended medium of hot gas.
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The eruption ejected about 1 km3 of material and cost only 57 lives, because
many roads to the national park were closed on time (Swanson et al., 1983).

Figure 1.10a. Mt. St. Helens before the eruption in 1980 was a 2900-m-
high snow-covered conical mountain. Below this mountain was a beautiful
Spirit Lake that attracted many vacationers. Native Americans knew of the
mountain’s changing moods and called it “Fire Mountain” and “Keeper of
the Fire,” but its modern name derives from the British diplomat Lord St.
Helens who negotiated a treaty with Spain that opened the Pacific coast to
the British. Photograph from U.S. Forest Service.

1985 Nevado del Ruiz, Colombia, Central America

The town of Armero, Colombia, was built on a mudflow produced by Nevado
del Ruiz volcano through previous eruptions, but the city officials did not take
any coordinated effort to evacuate the population from the valleys below the
mountain, in spite of the premonitory signs that the volcano had become active
again and warnings from scientists (Barberi et al., 1990). On November 13,
1985, the snow and ice on the mountain melted and deadly lahars swept down
the valleys and buried again the town of Armero and its 30,000 inhabitants
(Decker and Decker, 1991). The Armero lahar was, however, only one-tenth
the size of the Mt. St. Helens’ eruption in 1980, when water from the debris
avalanche separated and drained down the Toutle and Columbia rivers.
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Figure 1.10b. The eruption of Mt. St. Helens on May 18, 1980, left a horseshoe-shaped crater
with the opening toward the north. Photograph from U.S. Geological Survey.

Lava Fountains and Lava Flows

Lava fountains are spectacular displays of nature and are caused by the high-
velocity gas carrying magma 500 m or more into the atmosphere (Figure 1.11).
The Kilauea volcano on the Big Island of Hawaii is one of the world’s most
active volcanoes and in 1924 sent ash clouds 6 km into the atmosphere. It
and the nearby volcano Mauna Loa form the largest volcanic structure in the
world, towering over 10 km above the ocean floor and 4 km above sea level,
erupting frequently, and producing highly mobile lavas. Figure 1.12 illustrates
different types of lava flows. The aa lava flows have a very rough surface
layer of spine-covered, rubbly fragments. The pahoehoe lavas have a billowy,
undulating surface with a smooth continuous skin which remains plastic over
the hot fluid interior. Pahoehoe is usually produced in high-temperature (low
viscosity) eruptions, with low magma discharge rates. High lava fountains
that cool the lava clots before they land and re-form into flows, high magma
discharge rates, and steep slopes that speed the movement of the flow all tend
to produce aa. Often, a pahoehoe flow changes to aa but the latter does not
revert to the former.
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Figure 1.10c. Eruption cloud of Mt. St. Helens after the blast on May
18, 1980. Partial column collapses produced numerous pyroclastic flows.
Photograph from U.S. Geological Survey.

1.5 VOLCANIC RISK MITIGATION

Current volcanic eruption forecasting is a subjective human endeavor where
the best forecasts range from hours to a few days in advance, as in the sit-
uations of the Mt. St. Helens eruption in 1980 and Mt. Pinatubo eruption
in 1991 (Swanson et al., 1983; Pinatubo Volcano Observatory Team, 1991).
The eruption of Mt. Ruapehu in New Zealand in 1996 sent plumes of ash
and steam 16 km high into the atmosphere only 6 days after the scientists
declared that its volcanic activity had subsided (New York Times, 1996). In
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Figure1.11. Lava fountain and flow from the eruption of the vent Pu’u’O’o
on June 2, 1984, Kilauea, Hawaii. Photograph from U.S. Geological Survey.

1993 six volcanologists studying the Galeras volcano in Colombia lost their
lives when the volcano exploded with lava, ash, and incandescent boulders
(Fisher et al., 1997). In 1995 the small volcanic island of Montserrat in Central
America began to come alive and most of the 11,000 residents of the capital
city of Plymouth were evacuated to the northern part of the island. Some
chose, however, to stay and, unexpectedly, on June 25, 1997, 19 people were
killed. Montserrat’s eruption in 1997 occurred without warning and the British
Governor debated whether to evacuate everybody from the island (New York
Times, 1997) that was once considered a paradise of the Caribbbean.
Volcanologists base eruption forecasts on the information or data from erup-
tion history and volcano monitoring (deposits, seismicity, deformation of vol-
canic cone, gas emissions, hydrological regimes, and magnetic, electric, and
gravity fields) (Wright and Pierson, 1992). A change of the seismicity or
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Figure 1.12a. Different types of lava flows, aa (above) and pahoehoe (below). Photograph
from U.S. Geological Survey.

Figure 1.12b. A closer look at the pahoehoe lava. Photograph from U.S. Geological Survey.

earthquake activity of a volcano may be associated with the rearrangement or
rise of the molten rock material within the volcano, since this kind of activity
produces rock fracturing which in turn is transformed into earth motions that
can be detected by delicate instruments on or within the Earth. Seismicity
does not always lead to the conclusion that a volcano has become restless,
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however, because a seismic signal can also be produced by the tectonic mo-
tions of the region around the volcano that may have nothing to do with the
volcano itself. Nevertheless, a volcano in the process of erupting produces
seismic signals that are sufficiently representative of an “eruption in progress”
and can serve as precursory signals that some sort of external activity will take
place. Similarly, the ground movements are good indications that the volcano
is preparing for an eruption, especially when these movements become large
relative to the background noise or instrument errors. Changes in the electrical
conductivity, magnetic and gravity fields can trace molten rock movements
inside a volcano and may be detected even when a volcano is not preparing
for an eruption. Changes of the composition of the emitted gas from fractures
may be related to the rearrangement of the molten rock within the volcano or
gas escape routes through the fractured medium. Moreover, changes of ground
water temperature, water levels in wells or lakes, snow and ice accumulation,
and concentration of sediments in streams can also be considered useful signals
for the issuance of eruption forecasts. In the case of the May 18, 1980, Mt. St.
Helens eruption, “the abrupt onset of deep earthquakes and ground deforma-
tion” on May 17 caused the scientists to issue the eruption forecast, whereas the
eruption of Pinatubo in 1991 was forecasted 2 days before based on “intense
unrest, including harmonic tremor and/or many low frequency earthquakes.”

Today’s eruption forecasts are based on very narrow windows of hours or
several days and can lead to catastrophic consequence in a densely populated
area, since it is impractical to evacuate hundreds of thousands of people on a
very short notice and possibly in a state of panic. The politicians who must
issue an evacuation order are thus given no alternative but to wait until the
last minute in order to avoid a false evacuation and become responsible for the
expenditure of very large national resources. The end result of this dilemma
between the uncertainty in eruption forecasting and the desire to avoid false
forecasting can only produce a tragedy for those who have left their destiny in
the hands of others who are no better equipped with facts than they are. We
must not forget the tragedies of St. Pierre in 1902 and Armero in 1985 where
the city administrators failed to give evacuation orders.

The historical record indicates that about 1 million people have been killed
by volcanic eruptions in the past 2000 years and that most of the deaths occurred
in a few eruptions (Table 1.4). In the twentieth century, the 1902 eruption of
Mt. Pelée on the island of Martinique in Central America killed about 29,000
people, whereas in 1985 Nevado del Ruiz in Colombia killed another 25,000.
In the nineteenth century, the two eruptions in Indonesia, Tambora in 1815
and Krakatau in 1883, killed about 130,000 people (Decker and Decker, 1991;
Self and Rampino, 1981). In 1792 the eruption of Unzen volcano on Kyushu,
Japan, killed about 15,000 (Yanagi et al., 1992). The eruption of Vesuvius in
1631 killed another 10,000, whereas its 79 eruption that destroyed Pompeii
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Table 1.4. Volcano-Caused Deaths since 1500. Modified from Fisher et al. (1997).

Volcano Country Year Pyroclastic  Debris  Starvation  Tsunamis
flow flow

Kelud Indonesia 1586 10,000

Vesuvius Italy 1631 10,000

Awu Indonesia 1711 3,200

Oshima Japan 1741 1,480

Cotopaxi Ecuador 1741 1,000

Papadian Indonesia 1772 2,960

Lakagigar Iceland 1783 9,340

Asama Japan 1783 1,150

Unzen Japan 1792 15,000

Mayon Philippines 1814 1,200

Tambora Indonesia 1815 12,000 80,000

Galunggung Indonesia 1822 4,000

Nevado del Ruiz  Colombia 1845 1,000

Awu Indonesia 1856 3,000

Cotopaxi Ecuador 1877 1,000

Krakatau Indonesia 1883 36,000

Awu Indonesia 1892 1,530

Souftriére St. Vincent 1902 1,560

Mount Pelée Martinique 1902 29,000

Santa Maria Guatemala 1902 6,000

Taal Philippines 1911 1,330

Kelud Indonesia 1919 5,110

Merapi Indonesia 1951 1,300

Lamington New Guinea 1951 2,940

Hibok-Hibok Philippines 1951 500

Agung Indonesia 1963 1,900

Mt. St. Helens United States 1980 57

El Chichén Mexico 1982 >2,000

Nevado del Ruiz ~ Colombia 1985 25,000

and Herculaneum produced at least 3000 deaths (Sigurdsson et al., 1985). The
city of San Salvador in El Salvador in Central America lies close to a lake that
was produced from a massive eruption around 300 that according to estimates
displaced or killed thousands to hundreds of thousands of people and changed
the course of local civilizations by benefiting the Mayans living in the Peten
and Yucatan areas (Decker and Decker, 1991).

The countries and regions with the highest volcanic risk are those that
contain explosive volcanoes, such as Italy, Indonesia, New Zealand, Papua
New Guinea, the Philippines, Japan, Russia, the United States, Mexico, Central
America, Colombia, Ecuador, Peru, and Chile. Many of these countries are
underdeveloped and cannot afford to produce effective volcanic risk mitigation
programs, and must look to the industrialized nations for concrete examples.
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1.6 CLOSURE

During the past 3000 years more than 1 million people lost their lives in
volcanic eruptions. The historical record cannot be used very reliably, however,
to infer future volcanic risks for two reasons. First, the population of the
Earth increases and places at risk many more people from even moderate-
scale eruptions, and second the volcanic eruptions in prehistoric times were
much larger (10-100 times larger in volume discharge rate) than the huge
eruptions of Thera and Tambora. This risk problem is, however, not hopeless,
since through the appropriate scientific and engineering studies and proper
planning by the local communities it is possible to establish probabilities of
various eruptions and use this information to reorganize the territories for the
purpose of confronting eruptions with minimum socioeconomic and political
consequences. Geologists can establish past records of volcanic activity by
studying the extent of lava flows, ash layers, and other volcanic deposits, and
employ radiocarbon and other dating techniques to establish their ages. One
problem with this approach is, however, that small eruptions cannot be easily
mapped, because the erosional processes and large eruptions wipe out small
records. Most of the potentially active volcanoes on the Earth have not even
been mapped to assess their prehistoric eruption record, and only a small
percentage has been investigated to establish future volcanic hazards. Many
dangerous volcanoes have been dormant during historic time, while others with
awell-documented history have exhibited extremely variable eruptive behavior.

The eruptive behavior of a volcano and the observation of earthquakes,
surface deformations and temperature and composition of fumaroles or crater
lakes, monitoring of the underground movements of magma by geological and
geophysical techniques, and coupling of these data with physical modeling
of volcanic processes can reveal information that is vital for understanding
how a volcano works and to forecast its behavior into the future. An increase
in earthquake activity at shallow depths beneath a volcano is generally an
indication of magma movement. Continuous ground vibrations or volcanic
tremor is very common during volcanic eruptions and can be associated with
magma moving through conduits and fractures, exsolution of magmatic gases,
or boiling of groundwater. The amount of surface swelling and change in
the fumarolic gas content and temperature are also important precursors to an
eruption.

The future of volcanic risk assessment for local populations and the impact
of volcanic eruptions on the climate or weather of the Earth will depend on
the progress achieved in the physical modeling of volcanic processes. During
the last two decades a great deal of progress has been achieved in identifying
many of these processes, and with proper interdisciplinary research efforts it is
possible to develop global volcanic simulators (Dobran, 1993, 1994). A vol-
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canic simulator simulates the entire eruptive process, from magma segregation
and accumulation in magma reservoir, opening of fractures, flow of magma
through conduits or fissures, magma fragmentation and interaction with water,
dispersion of pyroclasts in the atmosphere, and propagation of pyroclastic and
lava flows along the slopes of the volcano.

The catastrophic eruptions of Tambora and Krakatau not only killed thou-
sands of people but also produced worldwide atmospheric effects. The erup-
tions of Santa Maria in Guatemala in 1902, Agung in Indonesia in 1963, El
Chichén in Mexico in 1982, and Pinatubo in the Philippines in 1991 also
produced worldwide atmospheric disturbances by dumping high into the at-
mosphere millions of tons of ash and gases (water vapor, carbon dioxide,
sulfur dioxide). These gases condense in the cool atmosphere and produce tiny
droplets or aerosols of sulfuric acid and together with ash cause a change of
the energy balance between the Sun, the Earth, and the sky. Sulfate aerosols
reflect the Sun’s radiation and cool the troposphere; they also absorb the Earth’s
heat and warm the stratosphere.!> The aerosols also contribute to depletion
of ozone, which protects life on Earth from the Sun’s deadly ultraviolet rays
(American Geophysical Union Special Report, 1992).

In very large tropical eruptions the ash and gas clouds spread for thousands
of kilometers over the Earth, affecting the northern and southern hemispheres.
The eruption of Tambora in 1815 produced a widespread crop failure in 1816
(Stommel and Stommel, 1979) because the erupted ash particles and gases in
the atmosphere absorbed some of the Sun’s energy normally used to heat the
surface of the Earth. Submarine eruptions can produce tsunamis and change
the ocean’s circulatory currents and precipitation rates, thus also affecting the
climate worldwide.

In the following chapters we will address volcanic processes in greater
depth by employing the thermal, fluid, and solid mechanics material transport
theories. Our central objective is to develop a rational basis of understanding
of how volcanoes work for the purpose of forecasting their behavior into the
future.

2Troposphere extends for about 10 km above the surface of the Earth. Stratosphere extends from 10 to 50
km, mesosphere from 50 to 85 km, and thermosphere above about 90 km.
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FOUNDATIONS OF TRANSPORT THEORY

Nothing in the whole range of Natural Philosophy is more remarkable than the establish-
ment of general laws by such a process of reasoning.
—Lord Kelvin (William Thomson), 1849

2.1 INTRODUCTION

The transport theory of multicomponent and multiphase mixtures of elastic
and inelastic materials is the only well-established physical theory of matter
capable of modeling a wide variety of physicochemical processes taking place
within the volcanic system. These processes include melt segregation and
transport toward the surface of the Earth, magma mixing and differentiation,
crystal growth, exsolution and bubble growth in magma, magma fragmentation
and interaction with water, thermomechanical deformation of the volcanic
edifice, distribution of pyroclasts in the atmosphere, and pyroclastic, lava,
and mudflows. This phenomenological theory includes the basic physical
laws expressing the transport of mass, momentum, energy, and entropy for
a continuum and is assumed to be valid for all bodies irrespective of their
molecular or atomic structure. Such laws are, however, underdetermined and
additional relations or constitutive equations are required to model the behavior
of real materials subjected to pressure, temperature, and composition gradients.
The latter equations are most often determined from the macroscopic behavior
of matter and are necessarily restricted to those materials and conditions for
which they have been developed. The basic laws of the transport theory
represent one of our greatest achievements and cannot be a priori derived
from the more fundamental laws governing the molecular behavior of matter
without invoking additional assumptions. They are the result of meticulous
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observations or our experiences and can only be disproved when they violate
such experiences. The purpose of this chapter is to present the fundamentals
of this theory without providing detailed historical credits! that would take
us too far away from our central objective of summarizing a tool that can be
applied effectively to different volcanic processes in subsequent chapters. The
thermophysical and rheological properties of volcanic materials are presented
in the following chapter.

Equilibrium thermodynamics is central for the understanding of phase dia-
grams which relate different thermodynamic properties of rocks and minerals,
and forms a starting point in the formulation of rate processes in the trans-
port theory. For this reason, we will first discuss the basic thermodynamic
concepts of equilibrium systems and then extend these concepts to the rate pro-
cesses involving fluid and solid materials. The most general transport theory of
single-phase multicomponent mixtures involves balance of mass, momentum,
energy, and entropy for each constituent or chemical component of the mixture
and is based on the principles of continuum mechanics. This complete theory
is rather complicated for detailed presentation in this book and is not required
for modeling the majority of processes in volcanoes. We will present instead
the classical theory of multicomponent mixtures which involves modeling of
mixture constituents as a whole, but accounting for the conservation of mass of
each constituent. This theory follows from the more general theory when the
diffusional effects of the constituents are small, and its description can be found
in several references, such as Hirshfelder et al. (1954) and de Groot and Mazur
(1962). The modern or most general theory of single-phase multicomponent
mixtures can be found in the works of Bowen (1976).

Multiphase transport processes abound in volcanoes and a theory of sufficient
generality is required for proper modeling of these processes. Multiphase
mixtures are endowed with interfaces whose characteristics must be properly
accounted for either in the balance laws or constitutive equations, or both.
Many multiphase flow models in the literature do not have a solid foundational
footing and which model to use can be confusing to the novice who wants to be
convinced of the model’s general validity. For this and other reasons, we will
present a multiphase transport theory that follows from the well-established
principles of single-phase mixtures and discuss its capability to model some
structural characteristics of these materials (Dobran, 1991). The analysis of
elastic and inelastic properties of materials involves linear and nonlinear elastic,
viscoelastic, and viscoplastic constitutive equations useful for the description
of fluid- and solid-like material behavior within the volcanoes.

!Some of these credits are provided in the closure of this chapter.
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The mathematical concepts used in the book should be familiar to under-
graduate students in the physical sciences and engineering, and are reviewed in
the Appendix to this chapter. For those who have not been previously exposed
to the concepts of this chapter it is recommended that they first skim through it
in order to grasp an appreciation of basic definitions and concepts. Subsequent
reading, studying, and consulting of references at the end of the chapter should
allow a serious individual to acquire a very powerful tool for the understanding
and modeling of many volcanic phenomena.

2.2 EQUILIBRIUM THERMODYNAMICS

Thermodynamics is concerned with the understanding and interpretation of
the properties of matter. The matter under investigation is contained within
a system which is a region in space set aside for investigation. The volume
of the system is enclosed within its boundaries, and everything external to
the system is defined as the environment or surroundings of the system. The
system may be open or closed, depending on whether or not mass transfer is
allowed to cross the system’s boundaries. The characteristics of the system are
defined by its properties that must be measurable directly or indirectly. The
state of a system is the condition defined by its properties. The energy transport
across the system’s boundaries produced by temperature differences between
the system and its surroundings is called heat. When no heat transfer to or
from the system is allowed, the system is adiabatic or enclosed by an adiabatic
wall; otherwise the wall is a diathermal wall. An isolated system is enclosed
by impermeable, rigid, and adiabatic walls, and a system is in equilibrium
when it cannot undergo a spontaneous change of state. When the system is in
equilibrium, no temperature gradient, unbalanced forces, or chemical reactions
are allowed within it.

The first law of thermodynamics or energy balance equation states that the
heat () added to a closed system produces a change of energy A E of the system
and a work output W. Both heat and work are forms of energy and the heat is
positive when it is transferred from the environment to the system, whereas the

work is positive when the system performs work on its surroundings (Figure
2.1). Thus,

Qa—)b = Eb - Ea. + Wa.—)b (21)

where a and b are the initial and final states of the system, respectively. The
energy of the system is a state function, in the sense that it only depends on
the states of the system and not on how the system arrives at these states. On
the contrary, () and W depend on the manner or path that the system traverses
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Q<0

SYSTEM BOUNDARY

SURROUNDINGS

W<0

w=>0

Figure2.1. Heatand work transfer between the system and its surroundings.
Heat transfer is positive when it is transferred to the system and the work is
positive when the system performs work on the surroundings.

from a to b. For an isolated system, Q = W = 0 and E = constant, or the
energy of the system is conserved.

A process is a change of state of the system, and when it is accomplished
by traversing equilibrium states it becomes a reversible or quasi-static process,
since it can be reversed without leaving a change on the system and on its
surroundings. For a cyclic reversible process

F(F)..0 e

where § denotes the cyclic integral, or integral from the state ¢ which returns
to the same state a. For this condition to hold it is sufficient and necessary that
(dQ/T)yey = dS, where S is defined as the entropy of the system and T is
the absolute or thermodynamic,temperature. From Egs. (2.1) and (2.2) we can
thus arrive at the following result which expresses the entropy change between
two equilibrium states

dQyey = TdS = dE + dW (2.3)

Note that S is a property of the system since it is independent of the path
taken to arrive at a given state. Moreover, the entropy and energy are extensive
properties because they depend on how large the system is or on its mass. The
temperature T is however an infensive system property because it does not
depend on the system’s mass. Both E and S, or any other extensive property,
can be converted to intensive properties by the division of the mass of the
system.
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For a cyclic process that does not traverse equilibrium states from the given
initial and final equilibrium states, Eq. (2.2) can be generalized into the Clau-
sius inequality

aQ
T .
By dividing a cyclic process into two paths, where the path from 1 to 2 is

reversible and the path from 2 to 1 is irreversible, use can be made of the above
inequality to show that

f2[ () o[ Besmse [ B0

and thus

2.4

1 dQ

2 T

for any path from 2 to 1. Equation (2.5) is a statement of the second law of

thermodynamics for a fixed mass system which allows heat transfer across its

boundaries. This law shows that for an isolated system undergoing a change of

state from 2 to 1 its entropy can only increase and that for an isolated system
the entropy is a maximum if and only if the system is in equilibrium.?

A simple system is macroscopically homogeneous and the only work modes
allowed are the volume change and mass transfer across the system’s bound-
aries. Such a system has an internal energy U, pressure P, and is composed of
n chemical constituents or components with masses Ny, ¢ = 1,...,n, which
can change the system’s mass. Equation (2.3) then gives

<8 -9, (25)

TdS=dU+PdV - p.dN, (2.6)

where the intensive variables 1, are the chemical potentials of components in
the system. From this equation it then follows that the internal energy is a
function of entropy, volume, and constituent masses

U=U(S,V,Ny,...,Ny) = U(S,V,N,) 2.7)

Differentiating this equation and comparing the result with Eq. (2.6) produces
the definitions of T, P, and y,

ou ou ou
@7 D (), 0
0S/)vy Na. ov S,Na # ON, 5,V\Noga %)

2The first statement is easily proved from Eq. (2.5) because for an isolated system Q = O and thus $; > S,.
The second statement is proved by contradiction. If the isolated system is not in equilibrium then Eq. (2.5)
implies an entropy increase, which contradicts the assumption that the entropy is a maximum. If the
entropy of an isolated system is not a maximum, then its entropy must change toward a higher value, which
contradicts the assumption that the system is in equilibrium.
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Note in these expressions that the subscripts denote variables that are held
constant during the differentiation process and that the subscript @ attached to
N denotes all N, i.e., Ny,...,N,. Equation (2.7) is a caloric equation of
state or the fundamental equation, since it is a statement or an assumption of
the material behavior of simple multicomponent systems in equilibrium. As
such

U =U(kS,kV,kNy, ..., kN,) = kU(S,V, Ny, ..., Ny) (2.9)

for any constant k, and by a theorem of Euler on homogeneous functions
(Callen, 1963) it can be shown that

U=TS-PV+) pN, (2.10)

a=1

Differentiating this expression and using Eq. (2.6) produces the Gibbs—Duhem
Equation

SdT —VdP+ Y Nedpe =0 (2.11)

a=1

which relates the n + 2 intensive variables T, P, 1, . . ., b, With the following
functional dependencies

ngT(S)V)Nl)"')Nn)) P:gP(S)V)NI)"-)Nn))
#a=gua(S)V)N1)”')Nn)) a=1,...,n (2.12)

These relations are the equations of state and can be used to reconstruct the
fundamental Eq. (2.7). The usefulness of a fundamental equation of matter
is that it allows for the determination of all thermodynamic information of a
system.

Other fundamental equations can be constructed from Eq. (2.7) by using
the Legendre transformation (Calen, 1963; Modell and Reid, 1983). These
are summarized in Table 2.1 where the extensive properties are denoted by
uppercase symbols and intensive properties are denoted by lowercase symbols.
The intensive properties pressure and temperature form an exception to this
rule.

Differentiating equations in Table 2.1 and employing Eq. (2.8), gives

r=(5) = (35) e 2= (0) 0= (57)
~\dS/vn, \O8S/pn,’ “\0V/sn, \OV/rn,

V= ()5~ (a7)
- 0P S,Na~ oP T N,
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Table2.1. Fundamental Equations of Thermodynamics.

Name Definition

Internal energy U=U(S,V, N1, ..y Nn)

Specific internal energy u=u(s,v,n1,...,nn)

Helmholtz function Y(T,V,Ny,...,N,)=U-TS
Specific Helmholtz function (T, v, ny,. ) =u-—"Ts

Gibbs function G(T, P, N1, . Nn)=U-TS+PV
Specific Gibbs function 9(T, P,ny,. nn) =u—Ts+ Pu
Enthalpy function H(S, P, Nl, o, Np)=U+ PV

Specific enthalpy function h(s,P,n1,...,nn) = u+ Py

Table 2.2.  Definition of Selected Properties.

Name Definition
Specific heat at constant pressure cp=T (-g—*’_) P = (%) o
Specific heat at constant volume cv=T (9%) = (9%)“ .
Isothermal compressibility -1 (5—) Tmy = % (g}%)Tn
Thermal expansion coefficient ﬁ = %,— (—5— py = -lp (g%) o
Speed of sound = (B—P)
Coefficient of isentropic expansion ks = — 1 (g—;)s . (9}&,) = 2kr = ,,1?
Properties relation Ry=cp—cy= Tuﬁ [k, kT =k, + ;%
( 6U ) ( o ) ( ~ )
Ha = =\ 3 =
ONe)syNoga \ONa/5PNpya \ONa/vI Ny,
0G
= ( ) (2.13)
ONe/ T, Nyya

Some other thermodynamic state properties are summarized in Table 2.2 be-
cause they occur regularly in the transport theory. It is usually necessary to
employ one or more state equations to obtain solutions of problems. These
equations may be algebraic, graphical, or tabular, and their form depends on the
complexity of materials. The simplest substances are ideal gas, ideal liquid,
and two-phase saturated liquid—vapor mixture. Real gases and superheated
vapors can often be approximated by the ideal or perfect gas, whereas real
liquids can be approximated by the ideal incompressible liquid. Tables 2.3-2.5
summarize these ideal substances which we will have occasion to use in this
and subsequent chapters.

The thermodynamic system considered above is homogeneous and consists
of n chemical constituents. As such this system can be viewed as a phase,
since it has a clearly defined boundary. When dealing with a thermodynamic
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Table2.3.  Ideal and Perfect Gas Equations of State.

PV=MRgT’ P=PRgT, k:%, cP-—-cv=Rg, U=__1_%, h:k—i—l-—};—
U=Mu=Mc.,T=lelPV, H=Mh=McpT = %PV
dS =M (coE +R, %) =Mds, dS=M(cpF-R,%E) =
Reversible adiabatic process:

£=(2)' = (@)= (B

Table 2.4.  Ideal Liquid and Solid Equations of State.

v= lp =constant, u=u(T)=c,T, ds= cv%

cp=¢y, h=cpT =cyT+Pv, dh=cpdl +vdP

Table 2.5. Saturated Liquid-Vapor Mixture Equations of State for
General Thermodynamic Property =V, U, H, S, ...

$g = $g(P), M¢/ =¢s(P), P=P(T)
M¢g+Mf, Tz = 5f, O=0,+P;=Myp,+ M;s¢;
o=

$o2 +¢1(1—2) =5 +3d15, ¢19=¢g—¢;
Noncondensable gas: £ = constant

M=
¢=

system consisting of multiple phases, or with a heterogeneous thermodynamic
system, we can utilize Eq. (2.6) for each homogeneous part or phase of the
system. For a system composed of homogeneous parts A and B we have

dUA = T4dSA - PAdVA + Y pddNZ (2.14)
a=1

dUB =TBdSB — PBVE + 3" P dNy (2.15)
b=1

where system A has n and system B m components. But if the combined
system, consisting of subsystems A and B with m > n, is isolated, then

UA + UB = constant, V4 + VP = constant, $4 + $& = constant
N‘f + N,,B = constant, a=1,...,n; NbB =constant, b=n+1,...,m
which by differentiating and using Eqgs. (2.14) and (2.15) yields

n
(T4 -TB)dS4 - (PA - PB)dvA + Y (s - uB)dNt=0 (216)
a=1

Since S4, V4, N{i, ..., N2 must be allowed to vary independently in the
global system consisting of subsystems A and B, it follows from Eq. (2.16)
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that it is both sufficient and necessary that
TA=TB, PA=PB, ut=uyB a=1,...,n (2.17)

This implies that for an isolated system comprised of multicomponent and
multiphase mixtures with no chemical reactions, the temperature, pressure,
and chemical potential of the same constituent in each phase must be identical.
These conditions on the equality of temperatures, pressures, and chemical
potentials of each constituent in all phases define the thermal, mechanical, and
chemical equilibriums, respectively, or a thermodynamic equilibrium condition
of the multicomponent and multiphase system.

EXAMPLE 2.1 Chemical Potential of Single Component

For a single-component and single-phase system, the chemical potential is
equal to the Gibbs function divided by the mass of the system.

Applying the Euler’s theorem of homogeneous functions to the Gibbs function
yields

G=) N, (2.18)
a=1

For a single-phase and single-componentsystem (n = 1) the chemical potential
is thus equal to the Gibbs function G divided by the mass of the system N. m

In a multiphase and multicomponent system with no chemical reactions and
consisting of v phases or simple systems and n components, the total number
of variable (or independent) intensive properties f is specified by the Gibbs
phase rule (Gibbs, 1876)

f=n+2-v (2.19)

For a single-phase and single-component system, f = 2 and there are only
two independent intensive variables which characterize the state of the system.
Whenn = 1andy = 2, f = 1, as in a mixture consisting of water and steam in
equilibrium. In a binary system f = 4 — v, and ify = 1 then f = 3 or we must
specify three independent intensive variables to specify the state of the system,
such as temperature, pressure, and mole fraction of one of the constituents.?

31t should be noted that the phase rule does not apply to composite systems that are not comprised of simple
systems. Such systems must be analyzed separately by taking into account the internal constraints.
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For systems with chemical reactions, Eq. (2.19) must be modified as follows:
f=n4+2-vy-v (2.20)

where v is the number of independent chemical reactions and n the number of
chemically distinct species. Note that the phase rule does not imply that any set
of f intensive variables can be used to describe completely all other intensive
variables, but that there are certain sets of f intensive variables that can be used
to describe all other intensive variables.

EXAMPLE 2.2 Independent Intensive Variables

Determine the set of independent intensive variables for a system with chemical
reaction A(g) + B(g) = C(s) where the species A and B are not soluble in C.

From Eq. (2.20)wehave f =n+2~v-v =3+4+2-2—-1=2. Possible
intensive variables are P, T', and z 4, but only two of them are independent since
the third can be established from the Gibbs fundamental equation (T, P, z4) =
0. u

Chemical potential plays an important role in thermodynamics and it can be
calculated by introducing the concepts of fugacity and activity. The fugacity and
activity are well-behaved functions at low pressure and/or small concentrations
where the chemical potentials tend to negative infinity.

The fugacity of component a, f,, for multicomponent mixtures is defined as

pa = RyTn fo + Ao (T) (221)

and is a function of pressure, temperature, and composition of mixture. The
function A, (T') can be eliminated by defining a reference state for the fugacity
at some arbitrarily chosen pressure but at the same temperature as the system.
The chemical potential of this reference state, 13, can then be expressed in
terms of the pure component fugacity f? as follows

4o = RyTn £2 4 Aa(T) 222)
Subtracting Eq. (2.22) from Eq. (2.21), we obtain
fa

fig — 48 = R,Tn (2.23)

12
The limiting condition of f, is the partial pressure* P, of component g in the
mixture, which is equal to the ideal gas pressure if the component is a gas. To

4Dalton’s law of partial pressures states that the partial pressure of a component of a gas mixture is the
pressure which that component would exert if it alone occupied the entire volume at the temperature of the
mixture.
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prove this we consider a mixture containing a in equilibrium with pure a across
a membrane permeable only to a. At equilibrium, p, = pJ, and, therefore,
fa = f2. These equalities are valid at all pressures. As P approaches the ideal
gas pressure P*, f, approaches the pressure of pure a, which in turn must equal
the partial pressure of ¢ in the mixture (Modell and Reid, 1983). Thus, f, must
approach P, or

lim (ﬁ) =1 2.24
PP \ P, (224)

Employing fugacities to calculate the chemical potentials is useful when the
mixture constituents are gases. When the constituents are liquids, a method
that employs the activities becomes more suitable. The activity a, of the ath
constituent in the mixture is defined as

o — pt = R,T Ina, (2.25)

where 7 is evaluated at a reference or standard state at temperature T' (but at
different pressure and composition of the mixture) which can be chosen as that
of a pure material. On comparing Egs. (2.23) and (2.25) it follows that

Qg = }t—;: (2.26)
and since for an ideal mixture with mole fraction z,
po = RgT Inz, + A(T, P) (2.27)
we obtain
a, =z, (ideal mixture) (2.28)

For most mixtures, a,/z, is not unity and this nonideality is expressed by
the activity coefficient v,

Qg Jfa

Tz [z,

o (2.29)
For further information and calculational procedures involving fugacities and
activities of mixtures, the reader is referred to Modell and Reid (1983).

In concluding this section on thermodynamics we will summarize some
useful thermodynamic relationships. For simple compressible substances the
differentials of T', u, h, and s can be considered functions of two independent
variables P and p

d¢ = <g—g—)de + (%)P dp, ¢=T,u,h,s (2.30)
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This equation can now be manipulated to express the partial derivative co-
efficients of dP and dp in terms of tabulated thermodynamic properties by
employing the following mathematical relationships for differentiable func-
tions:

1. The mixed second partial derivatives can be interchanged
2] [Z()] 2= en
op \OP/,|,  LOP \dp/pl, 0pdP ~ OPdp '
2. A constant dependent variable in Eq. (2.30) yields
(o) -l (%) () e
0p /4 (0¢/3P) 0p)p\04/,
3. If ¢1,..., ¢y are functions of P and p, the chain rule for partial differenti-
ation gives
#),~ (50,), (35), - (5¢)
— | =\ — | = 2.33
<6P P 0é1/,\0¢2/, oP/, (233)
o), (52), Gan)o (3
— | =z — N 2.34
(ap p \0¢1/p\0¢2/p dp /p 239
Using the thermodynamic property relations in Table 2.1 and the above

mathematical relations, the following important thermodynamic property dif-
ferentials can thus be established for simple compressible substances

el - (e o
SIS P
e

is = (7c5) 7~ (537) % 238)

23 QUASI-EQUILIBRIUM

An unbalanced force applied to a system produces an unsteady motion and
the properties of the system change with time. The familiar ideal gas equation
of state

P = pRgT (239)
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may or may not be valid during the unsteady motion because the experiments
leading to this equation were performed at equilibrium conditions. If the time-
dependent measurements of T, P, and V satisty Eq. (2.39) at all times and
not just when the system is in equilibrium, the gas is said to be in quasi-
equilibrium and we can apply the equilibrium thermodynamic relationships at
any instant of time to such a gas. Many states of physical systems satisty the
condition of quasi-equilibrium, but some do not, as in the interior of shock
waves. These regions can be considered as discontinuities that are bounded
by quasi-equilibrium states on either side. It is usually convenient to choose a
system in which its properties are continuous in both space and time, and when
steep gradients or discontinuities in properties exist analyze these by careful
system selection.

Whether or not the propagation effects are important in an analysis should
be determined before a system is chosen. This procedure involves an estimate
of the propagation time t, and comparison with the disturbance time t;. When
propagation occurs in a short time relative to the disturbance time, the propa-
gation effects can be neglected and the system has a bulk or lumped parameter
response. In this circumstance the properties can be considered uniform within
the system at any instant of time. When this condition is not satisfied or the
propagation effects are important the system will have a distributed or differ-
ential response in space and time or its properties will vary within the system
at any instant of time. The propagation time depends on the propagation speed
V, and system reference length L,

t = (2.40)

S

When a system is disturbed, the validity of quasi-equilibrium states depends on
the disturbance itself, the size of the system, and the time scale of observation.
Experience shows that a reversible mechanical compression disturbance trav-
els at acoustic speed and approaches pressure equilibrium after several wave
reflections. A heating or dissipative disturbance causes, however, state changes
that depend on the time period of diffusive processes. It pressure (mechani-
cal), temperature (thermal), and reaction (chemical) equilibriums are reached
during time-dependent changes of the system, the system can be considered in
a state of quasi-equilibrium. Mixing processes caused by buoyancy-induced
material circulation act to decrease the time required for diffusive processes to
reach equilibrium. A large system is usually in a nonequilibriumstate, whereas
a small portion of it is much closer to equilibrium because of small varia-
tions of local properties. Quasi-equilibrium states are thus closely approached
whenever

L <<Vt (2.41)
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where L is the largest system dimension and ¢ the time of observation. The
following examples are meant to reinforce these basic scaling concepts.

EXAMPLE 2.3 Equilibrium Length of Pyroclasts

Consider a rapid compression of fragmented pyroclasts in a volcanic conduit as
may be caused by an intense magma-water interaction. If the pressure reading
is taken 10 s after compression, what length should the conduit have for the
pyroclasts to be in a quasi-equilibrium state? Assume that the speed of sound
in the mixture of gas and pyroclasts is 100 m/s.

Equation (2.41) requires that the conduit length satisfies
L << V,t = (100 m/s)(10's) = 1000 m

or that it is 100 m or less, which is of the order of the conduit width or diameter.
This implies that it is reasonable to assume a one-dimensional transport of gas
and pyroclasts along the conduit, or that significant variations of gas—pyroclast
properties occur principally along the main flow direction. [

EXAMPLE 24 Equilibrium Length for Heat Conduction

Heat conduction in the absence of convection propagates at a speed that is pro-
portional to &/ L, where o is the thermal diffusivity of the material. What length
L would contain rocks surrounding a volcanic conduit at quasi-equilibrium
states for observations every 10 years? Assume that the thermal diffusivity of
rocks is 107 m?/s.

From

L<<th=%t or

L << vaf = 1/(10-5 m?/s)(10 x 365 x 24 x 3600s) = 17.8 m

this length should be less than a meter! [ ]

From the above examples it is evident that the regions of quasi-equilibrium
are large (small) when the disturbance is propagative (diffusive). The diffusive
mechanisms are determined by the transport properties. Heat transfer occurs if
there is a temperature gradient, velocity gradients produce the transport of shear
stress and vorticity, whereas the density gradients produce mass transport by
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diffusion. Basic transport properties include thermal conductivity k, dynamic
viscosity u, and the mass diffusion coefficient D. The kinematic viscosity v =
1/ p and thermal diffusivity « = x/pcp are the derived transport properties.
The values of these and other properties of volcanic materials are listed in the
following chapter.

With the above preliminary ideas we are now in a position to consider the rate
processes or the transport theory of deformable materials. We will first discuss
the rate processes associated with single-phase multicomponent materials and
then extend the concepts to multiphase mixtures that are distinguished by clearly
identifiable interfaces. Elastic and inelastic material behaviors are discussed in
the remaining sections of this chapter.

24 SINGLE-PHASE MULTICOMPONENT MIXTURES

A single-phase multicomponent mixture consists of 7 constituents or compo-
nents that may or may not undergo chemical reactions. In dealing with rate
processes that involve mass, momentum, energy, and entropy exchange be-
tween the constituents of the mixture we need to extend the concepts of equi-
librium thermodynamics to the material points in motion that satisfy the quasi-
equilibrium assumption discussed in the previous section. We then require
that temperature, pressure, density, and other thermodynamic variables exist
for each constituent in the mixture and change in time and space. The identi-
fication of all properties of the mixture at each space point is consistent with
equilibrium thermodynamics of the previous section, except that now we allow
for the variation of thermodynamic properties within the system.

A multicomponent mixture is conveniently represented by a continuum
model where each constituent is represented by a continuous body and where
at each spatial point all constituents are assumed to coexist as superimposed
continua. Each constituent or chemical specie particle is then allowed to un-
dergo a deformation at each point of space occupied by the mixture as a result
of the mass, momentum, and energy transfer processes occurring between the
constituents. In this continuum model it is wrong to associate the particles of
constituents with their atoms or molecules, and it should be clear that it is not
only possible to assign velocity, density, energy, and other variables to each
constituent in the mixture, but also to the mixture as a whole. This continuum
model of multicomponent mixtures is an extension of the single-component
continuum model of matter with which the reader may already be familiar.
With this preliminary discussion we are now in a position to discuss the basic
kinematical concepts of multicomponent mixtures that are necessary for the
development of multicomponent transport theory.
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2.4.1 Kinematics

A mixture of n components can be considered as consisting of n continuous
bodies By, . . ., By, each of which is visualized by the region it occupies in three-
dimensional physical space. Each body B, is considered to contain particles,
or small pieces of matter, which can undergo deformations as a result of the
mass, momentum, and energy transfer processes (Figure 2.2). The particle
deformation or motion from an initial position X, at time ¢y to the present
space position X at time ¢ (¢ > tg) is written as

X = Xo(Xa,t) (2.42)

where x, is called the deformation function of the ath constituent. This tunctlon
is assumed to be invertible and twice dltferentlable such that

Xe= X(-z-l (x, t) (2.43)

for the reason that X, cannot occupy two different positions in space and that
two particles X,, and X,, cannot occupy the same spatial position. This
assumption essentially states that physical matter is impenetrable.

The velocity and acceleration of particle X, at time ¢ are defined by differ-
entiating Eq. (2.42) with respect to time and keeping the particle identity fixed
(X = const). Thus,

_ 0xo(Xa, t)
Vo = 5t (2.44)
2
Vg = B_XE_(X“_’t) (2.45)

ot?
where, in general, a backward prime affixed to a symbol with a subscript a
denotes the material derivative following the motion of the ath constituent in
the mixture [see Eq. (2.51) below].
Each constituent or component in the mixture is assigned a density or mass
of the constituent per unit volume of mixture. For the ath constituent this
density is denoted by p, and is a function of position and time

Pa = pa(x’t) (2.46)

The density of the mixture is the sum of (partial) densities of constituents and
is defined as
n

p(x,8) = 3 palx, ) @47)

a=1

5In order to be able to represent the velocity and acceleration.
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X3

Figure2.2. Deformation history ofbody B,. Xa denotes the initial position
of particle £, of body B, and x its position at time ¢ > to. x, is the
deformation function of particle £,.

whereas the velocity of the mixture v (br center of mass velocity) is the density-
weighted variable

n
pv = E PaVa (2.48)
a=1

The diffusion velocity of constituent a
Uy =Vy—V (2.49)

is the velocity of specie a relative to the center of mass motion of the mixture.
Substituting Eq. (2.49) into Eq. (2.48) gives

n
Zja. =0, Ja = palla (2.50)
a=1

where j, is the mass flux of the ath component.

It I is a differentiable field variable (scalar, vector, tensor) of position and
time, then the time derivative of I" following the motion of the ath constituent
is

. OT(x = x,(Xayt),?) <ar
Pa = = —6—t—

o0 )x +(VT) v, (2.51)
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The derivative of I" following the motion defined by v is

. dI' or
and thus
I, —I'= (VD) u, (2.53)

These results are useful for manipulating the balance equations of multicom-
ponent mixtures as we will see below.

2.4.2 Mass Balance

The constituents or components in an n-component mixture may undergo
chemical reactions and the mass of each component is not necessarily conserved.
In classical physics, only the fofal mass of the mixture is required to be con-
served, and a statement of the balance of mass for the ath constituent is written
as follows

d X
E/V pﬂV:/V CadV (2.54)

where V,, is the volume of body B, containing the mass of constituent a. ¢,
denotes the mass rate of production of specie a per unit volume of mixture.
Employing the transport Eq. (2.A.59), transforming the surface integral into
the volume integral by the Green—Gauss theorem Eq. (2.A.49), and identifying
the surface velocity S with the velocity of constituent a, gives

/ <3”“ +V - pave - c> v =0 2.55)
Ve \ Ot
By assuming that this equation holds for all volumes V, of body B, we obtain
the balance of mass of constituent a’

0 X

ai S LV peVe = & (2.56)

The conservation of mass for multicomponent mixtures is obtained by summing
Eq. (2.56) from @ = 1 to @ = n and using Eqs. (2.47) and (2.48). The result is

dp

5 TV V=0 (2.57)

SThis assumption is the constitutive principle of local action which states that the material response to
mechanical and thermal loadings outside of the neighborhood of a small point can be ignored (Section
2.4.6).
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Table 2.6.  Definitions of Concentrations of Multicomponent Mixtures.

Mass density of mixture ="  Pa

Mass fraction of constituent a Wq = B:

Molar density of constituent a Ca = -ﬁ“—

Molar density of mixture c= Eil Ca

Mole fraction of constituent g o= = = waMi“

Molar molecular weight of mixture =2=%" T.Ms= ==t =
a=1 a

since it is required that the total mass of the mixture be conserved
n
) G
a=1
Using Eq. (2.52), Eq. (2.57) can be transformed into an alternate form
dp

0 (2.58)

+pV.v=10 (2.59)

Employing the definitions of mass flux j, and mass fraction w,, the balance of
mass Eq. (2.56) reduces to

dw,

dt
where the time derivative is the derivative following the motion of the mixture as
awhole [Eq. (2.52)] and where use was made of Eq. (2.59). The mass balance
Egs. (2.56) and (2.60) can also be written in various other forms by using the
definitions of mole and mass fractions. Table 2.6 reports the definitions of mass
fraction, molar density, mole fraction, and other variables that are commonly
used in applications for presenting different forms of transport equations.

Pl LT iy = s (2.60)

EXAMPLE 2.5 Solenoidal Vector Field

For an incompressible material the velocity field is solenoidal.

A vector field is solenoidal it its divergence is equal to zero. If the material is
incompressible or cannot expand or contract, then its density is constant and
from Eq. (2.59) we must have V - v = 0, which proves the assertion. ]

2.4.3 Linear Momentum

The linear momentum or Euler’s first law of motion for multicomponent
mixtures is a postulate that relates the time rate of change of momentum of the
body to the forces acting on the body. These forces are of two types: those that
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act on the surface of the body are called the surface forces and those that act
on the particles within the body are called the body forces. Common examples
of surface forces are those produced by pressure or stress, whereas typical
body forces consist of the external gravitational and electromagnetic fields.
The surface force per unit area, or the surface stress vector, will be denoted
by t, whereas the body forces acting on constituent a will be denoted by b,
(Figure 2.3). The first law of motion for a material volume V,, contaitiing a
multicomponent mixture and bounded by the surface A,, and moving in an
inertial reference frame is the statement

d n
4 vdV:/ tdA+/ by dV 261
dt ./vmp Am vmc;p .

Using in this expression Eq. (2.A.55) we obtain

pﬂdvz/ tdA+/
Ve dt Am v,

ma=

pabg dV (2.62)
1

Figure2.3. Forces acting on a material volume V;, bounded by the surface
Am consist of surface forces t and body forces bs. n is the unit normal
vector to the surface at dA where the continuum has the velocity v. Heat
transfer across the surface occurs because of temperature gradients which are
expressed by the heat flux vector q.

Before further reducing Eq. (2.62), it is necessary to prove the existence
of the stress tensor T. For this purpose consider the volume V,, to be a
tetrahedron with a height h as shown in Figure 2.4. Acting on the slanted face
A isthe surface stress vector t, whereas on the faces A;, Ay, and Az, which are
perpendicular to the z,, z5, and z3 coordinate directions, act the stress vectors
t1, to, and t3, respectively. These stresses are exerted by the surroundings
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onto the surfaces of the tetrahedron. The unit normal vector to A isn = n;e;,’
where n; are the direction cosines between the inclined and Cartesian planes,
such that A; = n;A, and e;, ¢ = 1,2, 3, are the unit vectors in the directions
1, g, and z3. Applying Eq. (2.62) to the material in the tetrahedron at time ¢
and using the mean value theorem of integral calculus (Kaplan, 1973) for the
terms involving the integrals, gives

Figure2.4.  Stress tetrahedron used for the existence proot of the stress tensor.

.1 dv &
}lll_I*I}) é-hA (pa-z - agl Paba> o = A(t + n1t1 + notg + n3t3) =0

(2.63)
or
t= —n1t1 - n2t2 - n3t3 (2.64)

But by Cauchy’s lemma (or an extension of Newton’s third law of action and
reaction), the stresses acting on opposite sides of the same surface and at a given
point are equal in magnitude and opposite in direction, t(x,n) = —t(x, —n),

"It is recalled from Appendix 2.A that repeated indices i,j,k imply a summation convention. Thus, n;e; =
nie; + ngez + naea.
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so that we can write
-ty =The;, —ty=Tpoe;,, —t3=Tise; (2.65)

where T;; is defined to be the ith component of the stress vector t acting on the
positive side of the plane z; = constant. Equation (2.64) thus becomes

t = Tjein; (2.66)

But n = n;e;, and noting that T can be represented by the matrix | T;; |, we
obtain

T = Tje;e; (2.67)
and thus
t=Tn (2.68)

The second-order tensor T is identified as the stress tensor and is required to
transform under the change of frame of reference according to Eq. (2.A.26);.

EXAMPLE 2.6 Frame Indifference of Stress Tensor

Show that the stress tensor is frame indifferent.

A frame indifferent vector requires that its length be preserved when changing
the frame of reference. Use Eqgs. (2.A.28) and (2.A.29) and consider the trans-
formation v; = Tj;z;. Then vy = Qv = QmiiTijz; = QmiTijQnijTn,
and therefore Trnimy = QpiTijQns;, Which proves that T transforms as a
second-order tensor as required by Eq. (2.A.26);. |

Substituting for t = T-n into the first law of motion Eq. (2.62) and employ-
ing the Green—Gauss divergence theorem, yields

dv i
/Vm(pgt- -V.T - ;paba) dV =0 (2.69)

Since this relation is assumed to hold for arbitrary volumes V,,,, we obtain
Cauchy’s first law of motion or the differential form of the linear momentum
equation for multicomponent mixtures

dv
Pat
where the mixture’s body force b is defined as

=V-T+pb (2.70)

pb = Zpaba (2.71)
a=1
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244 Angular Momentum

The angular momentum for multicomponent mixtures can be used to estab-
lish the symmetry of the stress tensor T in the absence of body couples and
couple stresses. For this purpose, use is made of Euler’s second law of motion
which states that

d dv
Gl x G / xxtdA-{—/ xXX:Ipab v (272)

where x is the position vector from an arbitrary point within an inertial reference
frame to a point within the continuum with volume V,,,. Using Eq. (2.A.55),
the left side of Eq. (2.72) is equal to

d d dv
- dV = - = —_— 73
dt/‘/mpxxv % Ampdt(xxv)dV /Vmpxx dth (2.73)

since dx/dt = v and v X v = 0. Employing Eq. (2.68) it follows that
/ x X tdA = x X (T'n)dA= / €k % Tkmnme; dA
m Am Am
—/ € 0 (z;Tkm)ei dV (2.74)
= .. ik 823 7L km )€ .

where use was made in the last step of the Green—Gauss divergence theorem.
Note that

0z; 0Tk
€k 61} (‘EJTkm)et = €z]ka Tkmet + €ikl; 7 — a i €

= €k Tkj€i + X X (V-T) (2.75)
Equations (2.73)~2.75) reduce Eq. (2.72) to

dv i
- V.T- .ba = i€ Ths .
/V x X (p 5 T a§=1:p ) dv /Vmejke Ty; AV (2.76)

But the left side of this equation vanishes because of Eq. (2.70), and since V,,
is arbitrary and e;’s independent, we must have

€ijk Lk =0 2.77)

This result thus proves that within the stated assumptions the stress tensor is
symmetric

Tvj=Tjr, T=T" (2.78)
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since €, is skew-symmetric [Eq. (2.A.20)].

Equation (2.78) expresses Cauchy’s second law of motion. 1t states that the
stress tensor for multicomponent mixtures can be assumed to be symmetric and
that as long as this condition is satisfied the angular momentum equation for
the mixture is also satisfied. For polar media this condition is, however, not
satisfied, since not all torques acting on the body are the consequences of the
forces acting on the body. Such situations may arise, for example, from the
electromagnetic fields and will not be considered in this book.

24.5 Energy

The energy equation for multicomponent mixtures is an extension of the first
law of thermodynamics expressed by Eq. (2.1). For this purpose, consider a
thermodynamic system consisting of a fixed mass volume V,, that allows for
heat () and work W transfer across its boundaries and heat generation Qg
within its interior. Heat generation rate per unit mass r may occur from nuclear
reactions or radioactive disintegration of elements, as in the Earth’s interior.

Q, = /V prdV (2.79)

Heat transfer takes place because of surface temperature gradients and can be
expressed by the heat flux vector q as shown in Figure 2.3. The rate of heat
transfer per unit area crossing this surface is equal to g-n and the total heat
transferred from the surroundings to the system can be expressed as

Qo= - /A qndA (2.80)

where the minus sign accounts for different signs of q and n.

The rate of work done by the system on the surroundings is opposite to the
rate of work done by the surroundings on the system and is produced by the
surface forces t and body forces b, (Figure 2.3). Thus,

W:—/ t-vdA — / Zpab Vo dV (2.81)
m Vi

™ a=1
By extending the first law of thermodynamics expressed by Eq. (2.1) to the
system bounded by the volume V,, we can write the energy balance postulate
for multicomponent mixtures as

Qy+ Q= @ +W (2.82)

where F is the total energy of the system, consisting of the internal energy u
and kinetic energy of the constituents per unit mass of the mixture. Substituting
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Egs. (2.79)2.81) into Eq. (2.82) gives

d
EZ/ ("H‘Z vava) dVv = / tvdA+/ Epab Vo dV

ma_

—/ q-ndA+/ prdV (2.83)
Am Vim

Employingt = T-n, symmetry of stress tensor, divergence theorem, and vector
identities of Appendix 2.A we obtain

/ tvdA = / (T-n)dA = / vTin; dA = / (Tjivi)n; dA =

/ (Tv)ndA= [ V-(Tv)dV= / [(VT)v + t(T-Vv)] &V

" Y i (2.84)
Using this result in Eq. (2.83) and employing Eq. (2.A.55) yields
du 1d dv
,/ [ 4vn +§Ezw“u“ u“)+v(pdt -VT- Ep“ ]
=/ [—-V-q+tr (T(V xv))+2paua-ba+pr] av
" o=l (2.85)

where use was also made of the definition of mass fraction w, (Table 2.6) and
Egs. (2.49) and (2.A.50). But by Eq. (2.70) the second term in the brackets
on the left in the above equation is equal to zero and the arbitrariness of V,,
produces the following differential form of the energy balance equation for
multicomponent mixtures

du = d 1
—_— = -V t . . —_ ) — _ .
P V-q+tr(T(V xV))+ E Palg by + pr 7 > 5Walla'Ua

a=1 e=1 (2.86)

The balance of mass Egs. (2.57) and (2.60), balance of momentum Egs.
(2.70) and (2.78), and balance of energy Eq. (2.86) are the basic differential
equations of single-phase multicomponent material transport theory and will be
employed in this book to model a wide variety of volcanic transport processes.
As such, this system of equations is underdetermined (there are more unknowns
than equations), because the nature of the material undergoing deformation has
not yet been specified. This specification is accomplished by the constitutive
equations, or additional laws that are valid for specific materials, that must
obey certain constitutive principles.
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2.4.6  Constitutive Theory and Entropy

The constitutive equations specify the characteristics of particular materials.
A constitutive assumption is, therefore, a restriction placed on the material con-
stituting a multicomponent mixture and is expressed as a relation between the
thermodynamic variables of the mixture at some instant of time and possibly at
all instants of the mixture’s past history. The applied mechanical and thermal
fields (forces and heat transfer rate) cause each constituent of the mixture to
undergo a motion and exchange energy with the surrounding constituents. The
statement that the thermodynamic state of each component of the mixture, or
of the mixture as a whole, depends on the past history is simply a statement
or principle of determinism where the cause precedes the effect. A process
defined by a time-dependent set of configurations, forces, temperature, inter-
nal energy, heat flux, heat generation rate, and so on, and compatible with
the conservation and balance equations is called the thermodynamic process.
The constitutive equations are equations from this set of thermodynamic vari-
ables which form the calorodynamic process and are expressed in terms of the
independent thermodynamic variables.

The requirements of constitutive equations are specified by the constitutive
theory which for the multicomponent mixtures can be very complicated (see,
for example, Bowen, 1976). Our objective in this section is to outline the
main results of this theory in order to produce useful constitutive equations
for multicomponent mixtures for modeling volcanic transport processes. A
fundamental concept of the constitutive theory is the frame of reference, because
such a frame is used for observing the physical phenomena and formulating the
conservation or balance equations. The frame of reference used in this book is
the inertial or nonaccelerating frame and it may be viewed as a way to relate
physical processes to the three-dimensional space specified by the Cartesian
coordinate system. The physical events are specified by places and instants in
this frame, and if x and ¢ denote position and time in the old frame, then the
corresponding place and time in the new frame are denoted by x* and t*. In
classical physics, the change of frame is then specified by

t*=t-a (2.87)
x* = Q(£) (x — Xo) + ¢(t) (2.88)

where @ = constant is a shift of time, and ¢(t) — Q(t)xo represents the position
vector of the old origin in the new frame. Q(t) is an orthogonal (second order)
tensor (QQT = I) which preserves the sense of rotation (det Q = +1) and
distances in space. The scalar f, vector y, and second-order tensor T are
said to be frame indifferent if they transform between the old and new frames
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according to

fr(xt7) = f(x,1) (2.89)
y () =QR)y(), yi =Qisy;s (2.90)
T*(x*,t*) = Q) T(x,5)Q(t)T, T} = QimTmiQji (2.91)

When the constitutive equations transfer under the change of frame accord-
ing to Egs. (2.89)—(2.91) they are said to satisfy the principle of material
frame indifference® 1f Q(t) = constant, the constitutive equations satisfy the
Galilean invariance, which is a less stringent requirement than the material
frame-indifference invariance.

Another constitutive principle is the principle of determinism which states
that only past events can influence the present state of material or the constitu-
tive equations. This principle is a well-founded principle in classical physics
and states in effect that future events are predictable. The principle of local
action used above in the derivation of differential equations for multicompo-
nent mixtures assumes that the material response to mechanical and thermal
loadings outside of the neighborhood of a small point can be ignored. There are
known materials that do not satisty this principle, but it is not known whether
the volcanic materials violate it. The constitutive principles are based on human
experience and it should be clear that they must be carefully evaluated before
being used in applications.

Besides satisfying the constitutive principles, the constitutive equations are
also required to be consistent with the second law of thermodynamics for mul-
ticomponent mixtures. The second law of thermodynamics for multicomponent
mixtures is an extension of Eq. (2.5) and assumes the following form

d 1 " 1
fad d — - “u,ug)j. | nd
dt/vmps V+AmT(q azl(““+2“ u”) ndA
1
— - > 2.
/VmTpr >0 (2.92)

or using the principle of local action

IS
<

ds 1 i 1 . pr
o + V-T (q - ;(,u,a + gua-ua)h) -7 >0 (2.93)
The specific form of the entropy inequality for multicomponent mixtures is still
a subject of debate, but the one reported above is widely accepted (de Groot
and Mazur, 1962).

8The validity of this principle has been challenged by using special models of the kinetic theory of gases.
More recently, however, it has been shown that this principle does not violate the material behavior under
an extremely wide range of conditions (Speziale, 1988).
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24.7 Constitutive Equations

The balance equations of multicomponent mixtures consist of n + 4 Egs.
(2.57), (2.60, (2.70), (2.78), and (2.86). There are 4n 4+ 10 unknowns in this
set, npg, (n — 1)ég, nvy, T = TT, nbg, u, q, r, and to make the system
determinate it is necessary to provide the additional or constitutive equations
that describe specific material deformations. Toward this end it is possible to
follow the classical approach which involves nonequilibrium thermodynamics
(de Groot and Mazur, 1962), or the modern continuum mechanics approach
following Bowen (1976). When the diffusion effects in mixtures are “small”
and temperatures of constituents equal to the temperature of the mixture, the
classical and modern theories of mixtures are consistent with each other and
for the sake of simplicity we will follow the simpler classical approach in
summarizing constitutive equations for multicomponent mixtures.

For quasi-equilibrium states of multicomponent mixtures it is assumed that
the fundamental Eq. (2.6) and the Gibbs—Duhem Eq. (2.11) can be extended
to the rate processes as follows

du ds d(l /p)  — dw,
- T Pu T 2 Ha (2.94)
T 1dP & dp,
— = 2.95
T rat L g = (2.99)

where use was made of N = 7, N, andw, = p,/p (Table 2.6). Employing
the thermodynamic relations of Section 2.2, the first of the above equations can
be written as

du _ dT T<8p> dP+Pdp
at - P 9T ) p, dt ' p? dt

= Opiq dw,
+ g — T (——-——) ) (2.96)
agl ( oT Pwpga dt

which when combined with the mass transfer Egs. (2.59) and (2.60) to elimi-
nate dp/dt and dw,/dt, and the result substituted into the energy Eq. (2.86) to
eliminate du/dt, yields an alternate form of the energy equation for multicom-
ponent mixtures

dT _ dp dpP =,
-V.q-— = Lt (T(V o'bg
pep— ==V <6T)Pwa o T XV))+P"+;J b
- Otte d X1
+ [ ( > ] (Vije—éa) —p= 2 5Walla'Ua
2 1= T 5T ) & 2 2 -
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where 7 is the viscous stress tensor and is defined as
T=T+ PI (2.98)

Other convenient forms of the energy equations can also be established by
using the thermodynamic relations of Section 2.2.

The caloric equation of state Eq. (2.94) and energy Eq. (2.86) can be used
to eliminate du/dt, solve for ds/dt, and substitute the result into the entropy
inequality (2.93). The result is

9T e _ | (Peta) o du]
T + tr(7:(V X v)) ;[TV( 7 b, + o | de

n

1 N
=) (a4 Zugug)ée >0
2

o=t (2.99)
For use in this equation, we define
n
Olig 1 .
€e=q- o =T ( ) + —ua-ua} Ja (2.100)

() =3 (%), var((%) -1)vr
cR,T boTra Owb / T\Pwesars OP ) 1w, P

du,
(b - ;wbbb) + v <2ua ua> + "E
(2.101)

decompose V X v into symmetric D and skew-symmetric W parts

V><v=%[va+(V><v)T]+%[va—(V><v)T] =D+W
(2.102)
employ the symmetry of T (T-W = 0), and note that
7 (Vxv)=V.D (2.103)

This reduces the entropy inequality Eq. (2.99) to

1 1 .
—Te VT + tr(1-D) ZJa d, - (;1 (,u,a + gua'ua) ¢, > 0 (2.104)
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where use was also made of Eq. (2.50). Note that the Gibbs—Duhem Eq. (2.95)
can be used to show that d,, are not linearly independent, since

- 1 du,
Y od.= CR = Epa [ <§ua-ua> + = ] (2.105)

a=1

The “forces” in multicomponent mixtures that give rise to the entropy pro-
duction are identified from Eq. (2.104). These are the velocity gradient D,
temperature gradient VT, pressure gradient V P, diffusion gradients Vw,,
and external body force fields b,. The constitutive equations for €, T, j4, and
é, in Eq. (2.104) should, therefore, depend on these forces in a manner that
satisfies the constitutive principles as discussed in the previous section. These
principles are governed by the tensor representation theorems of scalar, vector,
and tensor functions (Eringen, 1980; Dobran, 1991) and produce the following
constitutive equations

=T+ PI=A(trD)I+2uD + HO (2.106)
e=-kVT+) ad,+HO (2.107)
a=1
jo=BaoVT + Y fardas + HO (2.108)
b=1
é, = v, (trD) + HO (2.109)

where HO denotes the second- and higher-order terms of the driving forces.
The coefficients A, y, k, g, Bqp, and ¥, depend, in general, on the invariants®
of the independent constitutive variables and on the equilibrium state properties
of the mixture T, P, p1,...,pn. Their restriction, or allowable variation, is
obtained by substituting Egs. (2.106)-(2.109) into the entropy inequality Eq.
(2.104). This produces

r(r-D) = (A + g)(trD)z +
tr[( 3+3‘/6(trD)1) ( 3+3\/6(trD)I)] >0 (2.110)

and can be used to establish that the viscosity coefficients satisfy the following
necessary conditions'?

w20, A+ %/.L >0 (2.111)

9Invariants are scalars formed from vectors and tensors of the driving forces in the constitutive equations.
10These conditions are also sufficient if HO = 0.
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The restriction on the thermal conductivity x comes from the requirement of
kVT.VT >0
or that it be positive, i.e.,
k>0 (2.112)

Moreover, v, = 0 and ¢, must depend on higher-order (nonlinear) effects of
the driving forces.

EXAMPLE 2.7 Invariants of Stress Tensor

The invariants of stress tensor expressed by Eq. (2.106) are determined by
considering (Truesdell and Noll, 1965)

det[|mI+ D|| = m® + Ipm? + llpm + lp =0 (2.113)
from where
1 2 2
Ip=tD, lip= |13 - #D?, Wip = detD (2.114)
]

The kinetic theory of matter can be employed to establish more detailed
forms of constitutive equations and here we will only summarize these results
and refer the reader to Hirshfelder et al. (1954) for details.

€=-kVT —cR,TY B‘ida (2.115)
a=1 @
pa N\ & (o
d, e = < a) Vw
<CR9T> b;ﬁa 6(0(, T)vac#a,b :
Oliq 1 i
+ ( ) —~| VP - (b, - wyby 2.116
[app’%p} ( :‘_:1 ) (2.116)
A VT <&
jo= Do+ = Y MM Dapd, (2.117)

b=1
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Substituting Eq. (2.116) into Eqs. (2.115) and (2.117) gives

n n 8/.1;a
e=—-xVT-> D, (—) Vw,
G,;l b:;;éa, awb T»P»wc#a.,b
n a#a 1 n n
- Z D, = 2| VP+ 3 Do(be = Y wby) (2.118)
=1 T,Pywy P a=1 b=1
Ja= —D —-——i Mo MyDapwy zn: (6%) Vow
a ~— a [
R b= C"l#b 6wc T)P)wd¢b,c
= 8ub> 1
ey - P
; Dapwy {( 9P )r.. v
n n
'—T ZwaaMbDab(bb = chbc)
= = (2.119)

where M, and M, are the molecular weights of constituents ¢ and b, and D,
are the binary diffusion coefficients.

In Eq. (2.118), or in q [Eq. (2.100)], the term on the right side that is
proportional to the temperature gradient represents the Fourier effect, whereas
the concentration and pressure gradient terms are associated with the Dufour
effect. The Dufour effect is generally small in comparison with the thermal
conduction term in nonisothermal flows. The ordinary diffusion is generally the
controlling factor in j,, with the pressure diffusion and Soret effect becoming
important in special circumstances. The Soret effect is the first term on the
right side of Eq. (2.119) and represents the contribution of thermal gradient to
mass diffusion. If gravity is the only external body force acting on the mixture,
then b, = g and

by — ) wby=g-) wg=0 (2.120)
b=1 b=1

Notice that since the kinetic theory ignores the last two diffusion terms on the
right side of Eq. (2.101), we can establish from Eq. (2.105) that

Y do=0 (2.121)

Thus, in Eq. (2.117)

D=0, a=1,...,n (2.122)
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and the condition ) 7_, j, = 0 requires

Y D.=0 (2.123)

a=1
n
Y (MoMyDay = MM Do) = 0 (2.124)
a=1
For binary diffusion
Dar = Dis (2.125)

and neglecting pressure diffusion and body force effects in Eq. (2.119), gives
D, VT ﬁ

p
where z, is the mole fraction defined in Table 2.6 and

01n exp(Ma(pa — /4‘2))
Oln z,

jo = M, M,D%Vz, (2.126)

ng = Dagp

(2.127)

For ideal mixtures, DS, = Dy (Slattery, 1972). Without the Soret effect
(D, = 0), Eq. (2.126) reduces to Fick’s law of diffusion which states that the
diffusion of species in the mixture is caused by concentration gradients.

In mixtures with chemical reactions, where the nuclear splitting is absent,
the chemical elements must be conserved and a condition that is stronger than
the one expressed by Eq. (2.58) can be established. Toward this end, let W), be
the atomic weight of the uth element in the mixture, Y, , the number of moles
of element 4 in 1 mole of the ath constituent, and M, the molecular weight of
the ath constituent. Then

P
M, =) YW, (2.128)
p=1
L ¢
a
> Yougg =0 (2.129)
a=1
foru = 1, ..., p, where p denotes the number of atomic elements in the mixture.

Multiplying Eq. (2.129) by W, and summing on p produces the desired result

where use was made of Eqgs. (2.128) and (2.58).
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Some mass supplies é; in Eq. (2.129) can be expressed in terms of others by
introducing the (independent) reaction rates of chemical reactions. To see this
use can be made of linear algebra which states that the solution of Eq. (2.130)
for ¢, is

n—r

éa=pMs ) Puajy (2.131)

v=1
where the rank of the matrix | Y, | denoted by r satisfies
r = rank | Yy, | < min(n, p) (2.132)

The matrix | P,, | is any (n — r) X n matrix of rank n — r, and the quantities
J1y -+ Jn—r are called the reaction rates. Substituting Eq. (2.131) into Eq.
(2.129) requires

n
ZPyaYaﬂzo; v=1,...,n—=r and p=1,...,p (2.133)

a=1

Multiplying this result by W,,, samming on y, and using Eq. (2.128) produces
the reaction equations

Y PuM,=0, v=1,...,n-r (2.134)

a=1

where n — r of them are independent, or
n—r=rank | P, | (2.135)

P, are the stoichiometric coefficients and by convention are positive for prod-
ucts and negative for reactants.

EXAMPLE 2.8 Mass Supplies due to Chemical Reactions

Consider the reactions Bry, = 2Br, Br+H, — HBr+H, H+ Bry; — HBr + Br,
H+HBr — Hy+Brand 2Br — Bry, and determine the mass supplies ¢y, . . ., Cs,
in terms of reaction rates.

For this purpose define M; = Bry, My = Br, M3 = Hy, My = H, and
Mg = HBr. Equation (2.134) can then be written as

-1 2 0 0 O M,
0 -1 -1 1 1 M,

-1 1 0 -1 1 M; =0
60 1 1 -1 -1 My
1 -2 0 0 O M;s
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Using the procedure of multiplying any row of the matrix | P,, | by a constant
and adding to any row until ones appear on diagonal entries and zeros beneath
them, produces the number of independent reactions of rank| P,, |= 3, i..,

1 -20 0 0 M,
0 11 -1 -1 M,
0 01 -2 0 Ms; =0
0 00 0 O M,
0 00 0 O Ms

Employing this result in Eq. (2.131) yields the mass supplies in terms of the
reaction rates ji, ja, and j3

61 = lejl) 62 = pMz(_zjl +j2)) é3 = pM3(]2 +]3)
G4 = pM4('—j2 - 2j3)) s = pMs(—jz)

The reaction rates must be specified by the constitutive equations and ac-
cording to the previous discussion they should depend on the equilibrium state
properties of the mixture T', p, wy, . . ., Wy, and on the driving forces. In chem-
ical Kinetics, the reaction rates are usually expressed in terms of the reaction
constants (expressed by the Arrhenius law) and concentrations of species in the
reaction (see, for example, Boudart, 1968).

In the special case when there is no diffusion, it is possible to associate with
each reaction a parameter, called the extent of reaction, whose time derivative is
the reaction rate. Thus, by neglecting diffusion in Eq. (2.60), the mass sources
s = pw, can be substituted into Eq. (2.129) and the result integrated

3 Miyw(wa — W) =0 (2.136)
a=1""9

where wqp is the mass fraction of constituent @ at some previous time. Em-
ploying the same procedure that produced Eq. (2.131) from Eq. (2.129) in the
above result yields

n-—r

Wq — Wao = M, Z Pl/tlfl/ (2‘137)

v=1
where the quantity £, is the extent of reaction for the vth chemical reaction.

Differentiating Eq. (2.137), using é; = p,, and comparing the result with Eq.
(2.131) produces the promised result

d&/ .
= 138
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Since j, can be expressed in terms of equilibrium constant and concentrations,

and the latter in terms of stoichiometric coefficients and extent of reaction, it

follows that Eq. (2.138) represents the differential equations for £, which de-

pend on the equilibrium constants of chemical reactions. When the equilibrium

constant of a reaction is very small, that reaction proceeds very slowly and may

be neglected in comparison with reactions with large equilibrium constants.
For an equilibrium state of the mixture, Eq. (2.104) reduces to

n
Y paba =0 (2.139)
a=1

since no viscous, temperature gradient, and diffusion effects are allowed in this
state. Substituting Eq. (2.131) into Eq. (2.139) and requiring the independence

of j,,v = 1,...,n—r, produces the following chemical equilibrium condition
n
ZpaMaP,,a =0, v=1,...,n-r (2.140)
a=1

Substituting for chemical potentials from Eq. (2.25) into the above result, yields

n AGT
H afua.Ma. = exp (— RGQI:) =Ky, v=1,...,n—r (2.141)
a=1 g

where the standard Gibbs energy for reaction AG} and equilibrium constant
for reaction K, are defined as

AGE = ; PoM,ut, K, =exp|-— BT (2.142)
Note that 4} and a, are independent of the reaction considered. The standard
state Gibbs energy is computed at the equilibrium temperature of the system,
but the pressure, composition, and state (solid, liquid, gas) may be selected for
convenience. It should be clear from Eq. (2.142) that the equilibrium constant
K, depends only on the properties of the reacting constituentsin their assumed

standard states.

24.7.1 Summary of Transport Equations

The classical transport theory of single-phase multicomponent mixtures in-
volves the balance of mass Egs. (2.59) and (2.60), momentum Eq. (2.70), and
energy Eq. (2.97). The constitutive equations of fluidlike mixtures for the stress
tensor are given by Eqgs. (2.98) and (2.106), j, are expressed by Eq. (2.119),
and q is defined by Egs. (2.100) and (2.118). The thermal conduction usually
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dominates the Dufour and other effects in the heat flux vector q, whereas the
Soret and pressure diffusion effects are usually small in comparison with the
ordinary diffusion in j,. If the external field consists only of gravity, then this
field does not contribute to q and j,. A consideration of the binary diffusion
process recovers Fick’s law of diffusion.

The heat generation rate r in the energy equation is assumed to be known or
expressed by other balance equations, such as by a radiative transport equation
when the radiation effects become important (Ozisik, 1973). The phenomeno-
logical coefficients in the constitutive equations are assumed to be known and
generally dependon T, P, py, ..., pn, but can also depend on the invariants of
thermodynamic forces such as VT, D, and Vw,. The presence of chemical
reactions in the mixture necessitates the specification of the mass sources ¢, in
the balance of mass and energy equations. These sources should be determined
using the constitutive equations from reaction kinetics and will be introduced
in the text when needed.

Some fluids also exhibit nonlinear or Stokesian behavior for which the stress
tensor depends nonlinearly on the velocity gradient or more precisely the de-
formation rate D. These Reiner-Rivlin fluids (Reiner, 1948) have the following
form of constitutive equations

T = —PI + 2uD + p,D? (2.143)

In this expression  is the shear viscosity and p, the cross viscosity, and both in
general depend on the invariants of D, namely, tr D, det D, and % [(rD) 2_tr DZ].
In particular, if y, = 0 and g depends on (tr D)2, then the fluids are referred
to as non-Newtonian fluids. Newtonian fluids have the property of y, = 0 and
p depending only on fluid properties, such as temperature and pressure. Some
fluids, like polymers, in addition to behaving like viscous fluids also exhibit
elastic properties, or are viscoelastic, and they are discussed in Section 2.6.

In discussing constitutive equations for multicomponent mixtures we as-
sumed that their constituents have a fluidlike behavior, or that these materials
have no preferred configurations such as solids. Fluids and solids produce dif-
ferent responses to the applied loadings and the constitutive equations should

appropriately describe these responses by not violating human experiences
(Dobran, 1991).

24.7.2 Single-Component Fluid

The multicomponent conservation and constitutive equations of previous
sections reduce to the standard forms of equations pertaining to single-compo-
nent fluidlike materials when setting the diffusion terms equal to zero. These
equations are obtained from Egs. (2.57), (2.70), (2.78), (2.86), (2.93), (2.98),
(2.106), (2.111), (2.107), and (2.112), and are summarized in Table 2.7.
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Table 2.7. Single-Component and Single-Phase Model for Fluids.

Transport equation Expression

Mass Eq. (2.57) % 1 V.pv=0

Linear momentum Eq. (2.70) p5r =V.T+pb

Angular momentum Eq. (2.78) T=T"

Energy Eq. (86) p% =-V.q+tr(r-D) + pr
Entropy Eq. (2.93) P +V (2)-&>0

Stress tensor Eq. (2.106) T = —-PI+ AtuD)I+2uD =71 - PI
Viscosity coefficients Eq. (2.111) p>0, A+2u>0

Heat flux Eq. (2.107) q=-«kVT, k>0

An alternate form of the internal energy equation in Table 2.7 can be obtained
by using Egs. (2.35)+2.37) or from Eq. (2.97), i.e.,

dT T (0p\ dP

—=-V.q-— — + tr(7-D 2.144

per > () GrurD)+or 1y

0T ) p

In these equations r and b are usually given, whereas u, A, k, Cp, and p are
specified as functions of temperature and pressure. These mass, momentum,
and energy equations form a system of five ditferential equations that in princi-
ple can be solved for the five unknowns: three components of velocity, pressure,
and temperature, given the appropriate initial and boundary conditions.

EXAMPLE 2.9 Static Pressure Distribution

Show that for a fluid at rest in the Earth’s gravitational field VP = —pges.

For a fluid at rest the linear momentum and stress tensors in Table 2.7 reduce to
V- T+pb=0 and T=-PI (2.145)

But, b = —ge3 and thus VP = —pgej as claimed. u

2.4.8 Integral Transport Laws

The reader should notice that the differential laws of balance of mass,
momentum, energy, and entropy were established from the integral laws [Eq.
(2.54) for mass, Eq. (2.61) for linear momentum, Eq. (2.72) for angular mo-
mentum, Eq. (2.83) for energy, and Eq. (2.92) for entropy]. The reason for
this is that the integral forms of physical laws stated as fundamental postulates
are the most general expressions that can be established from our experiences,
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and that these laws produce their differential equivalents only if the system
properties vary smoothly in Vs and on A,, and satisfy the principle of local
action (Section 2.4.7). If some system properties undergo very rapid changes
as in shock waves, then we must be careful how to select our system for investi-
gation. As an example, an interface between two phases of matter is associated
with steep variations of properties and an analysis should properly account
for such a singular surface in order to produce the necessary differential laws
on either side of it. Such an analysis is necessary when studying multiphase
mixtures as discussed in Section 2.5.

In this section we will assume that all system properties have smooth (differ-
entiable) behavior and establish the integral balance laws for material contained
in an arbitrary control volume moving in space with the velocity S. The mass in
this control volume can change with time because of the mechanical or thermal
loadings or chemical reactions. In order to relate the properties in fixed mass
volume V,, to the properties in the control volume V' we consider the material
configuration as illustrated in Figure 2.5. At time ¢ both the fixed mass and
control volumes are required to coincide, although their boundaries can move
with different velocities. Because of this definition any volume integral of
system properties at time ¢ is the same for both fixed mass and control volumes
and we can equate the first integrals on the right of transport Egs. (2.A.58) and
(2.A.59) and obtain the following fixed mass-control volume transport equation

d
%/Vmpde=E/‘/pde+Apf(v_s).ndA (2.146)

where v is the material velocity crossing the surface A moving with velocity S.
The control volume can be selected arbitrarily, but it should be chosen in such
a manner as to allow easy solutions of problems. This occurs when some of its
boundaries coincide with solid boundaries where the velocity is zero, or when
its boundaries are perpendicular to the main flow direction where the principal
shear stresses are perpendicular to the flow. If

opf _
Bt =0

the system property pf does not change with time at fixed positions x of
observations and the flows that satisfy this condition are called steady flows.
Some transport processes in volcanoes can indeed be modeled as steady flows,
as we will see in the following chapters. When both S = 0 and the flow is
steady, we must have

(2.147)

i/ pfdV =0 (2.148)
dt Jv

The fixed mass—control volume transport Eq. (2.146) can be used to establish
integral conservation and balance laws of mass (f = 1), linear momentum
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Figure 2.5. Fixed mass volume V,,, and control volume V moving through
space coincide at time ¢ but not necessarily at other times. The velocity of
material is v, whereas S is the surface velocity of the control volume. n is
the unit normal vector to the surfaces of the volumes.

(f = v), angular momentum (f = x X V), energy (f = ¢), and entropy
(f = s). These laws are particularly useful when the propagation times of
system properties are small in comparison with the system disturbance times
(Section 2.3), for in this situation the system enclosed by the control volume
can be assumed to have uniform properties at any instant of time. Since such
a system may be large or small and fixed or moving, it should be clear that the
integral transport theory plays a very important role in the analysis of volcanic
processes.

2.4.8.1 Control Volume Conservation of Mass

Setting f = 1 in Eq. (2.146) and noting that the left side represents the
time rate of change of a fixed mass which is zero, we obtain immediately the
conservation of mass for the control volume

—d—/ pdV+/ p(v—S8)ndA=0 (2.149)
dt Jv A

This result shows that the rate of mass storage within the control volume is
equal to the difference between the mass flow rates entering and leaving the
volume.
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EXAMPLE 2.10 Flow in a Volcanic Conduit

Magma flows in a circular volcanic conduit of radius R. What are the mass
flow rates at two sections 10 m apart if the velocity profiles at these sections
are parabolic?

The parabolic velocity profile has the form v = 25(1 — r?/R?), where © is the
average velocity across the flow passage and R the conduit radius (Figure 2.6a).
The first step in the analysis requires the selection of a control volume, which
we chose as the fixed volume enclosing the magma in the conduit between the
two cross sections (Figure 2.6b). Mass crosses the boundaries of this volume
only at sections 1 and 2 where the unit normal and velocity vectors are parallel.
The mass flow rates at sections 1 and 2 are computed from

m= / p(v—S)ndA (2.150)
A

which for our situation reduces to

R 2

. _ r _
== ) P20 (1 - -ﬁ)%r dr = —pA1%
R r2
My = p202(1 - —=3)2mrdr = pA;b, (2.151)
0 R
From Eq. (2.149) we thus have
d . . . .
—-/ pdV +1mg+m; =0 or my=—my
dt Jy
. d d
since /V pdV = p% =0 (2.152)
since magma without exsolved gases can be considered incompressible. |

EXAMPLE 2.11 Magma Chamber Expansion

A spherical magma chamber has an initial volume of 5 km3. Its density
is p = 3000 kg/m® and its inlet and outlet mass flow rates vary with time
according to th;, = 10° kg/yr and ey = 10 4sin(mt/500) kg/yr, where ¢
is the time in years. Determine the variation of magma chamber volume with
time and estimate its size atter 500, 1000, 1500, and 2000 years. Discuss the
results.
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@ (b)
Figure2.6. Magma flow through a volcanic conduit with parabolic velocity
profiles and definition of a control volume for analysis.

Using Eq. (2.149) we have

d
PV o o = thin = 0 (2.153)

or after substituting the given information and integrating
t
V(t) = 5+ 5300 (cos(—g—r(ﬁ) -1+6X 10‘8t> (2.154)

This gives

V(500 years) = 5.16 km®, V(1000 years) = 5.32 km®
V(1500 years) = 5.48km>, V(2000 years) = 5.64 km®

Magma chambers cannot sustain large expansions before erupting and 10%
expansion may be considered as the limit. The magma chamber of this problem
should therefore produce a large-scale eruption every 1500 years or so. In
Chapter 5 we will develop more complete physical models of magma reservoirs
that include energy transfer, phase change, and elastoplastic deformation of
reservoir surroundings. []

24.8.2 Control Volume Linear and Angular Momenta

The control volume linear momentum is obtained by using Eq. (2.61) and
(2.146) with f = v

i/ pvdV+/ pv(v—S)-ndA:/ tdA+f pbdA  (2.155)
dt Jv A A A
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The first term on the right side of this equation represents the forces acting
on the surface of the control volume, whereas the second term represents the
effects of external body forces on this volume. Equation (2.155) is a vector
equation and it thus represents three scalar equations (directions 1, 3, 3)
for velocities and forces. In an equilibrium situation the control volume is not
accelerating and when v = S we obtain the first static equation of motion

/ tdA+/ pbdA=0 (2.156)
A A

which requires that no unbalanced forces act on the control volume. Both Egs.
(2.155) and (2.156) are applicable to fluid and solid systems, as we discuss in
Example 2.12 below.

The control volume angular momentum is obtained by substituting in Eq.
(2.146) f = x x v and using the result of Eq. (2.72)

i/pxxvdV+/px><v(v—S)-ndA=/x><tdA
dt Jy A A
+/px><bdA (2.157)
A

where X is any convenient vector with an origin in an inertial coordinate system.
In equilibrium, the moment of forces about any point must vanish and for this
situation we recover the second static equation of motion

/xxtdA+/px><bdA=0 (2.158)
A A

This result says that in equilibrium the moments of the resultant forces acting
on the control volume must be equal to zero. The angular momentum is also a
vector quantity and applicable to each of the coordinate directions.

EXAMPLE 2.12 Lava Flow Diversion

A lava flow diversion is planned by constructing a 3-m-high and 20-m-wide
barrier (Figure 2.7a). Lava flow impinges on the barrier perpendicularly with a
speed of 1 m/s and cross-sectional flow area of 30 m2. Neglecting the frictional
forces between lava and ground close to the barrier, determine the required
barrier thickness to divert the flow by assuming steady-state conditions.

In this problem we will apply the steady-state linear and angular momentum
equations of motion for different systems. First we consider lava flow within
the control volume, identify the forces on this volume (Figure 2.7b), and then
apply to this volume the linear momentum Eq. (2.156). Flow enters into
the volume at section 1 and exits at sections 2, and since we are neglecting
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the friction between lava and ground, the only force acting in direction z; is
the reaction from the barrier F;. Using the given data of lava flow velocity
and cross-sectional area, it readily follows from Eq. (2.156) that F; = 30p
newtons, where p is the lava density in kilograms per cubic meter. Considering
now the barrier as our control volume (Figure 2.7¢c) we have four different
forces acting on this system: force from lava on the barrier F, which by
the principle of action and reaction acts in the opposite direction to the force
exerted by the barrier on lava, weight of the barrier W, resisting friction force
F¢ which keeps the barrier from moving horizontally, and normal reaction
force N from the ground which also holds the barrier in place. Applying the
static equilibrium Eq. (2.156) to the barrier control volume in directions z; and
T, we obtain that Fy = F, and N = W. The frictional force can be expressed
in terms of the coefficient of static friction p, Fy = uN, and the normal force
cannot act at £; = 0 for this would produce an overturn of the barrier from
the moment of the unbalanced force F;. To prevent this from happening the
resultant normal force must act at an offset distance a and the forces on the
barrier must satisfy the equilibrium Eq. (2.158) about the point O (Figure
2.7¢c). Thus, Fyb+ Na = Ww/2, where the distance b can be found from
fluid statics (b = h/3) and a set equal to zero for minimum barrier width. But
W = pywlh, where py is the density of the barrier, and thus wp,i=(p/ps)'/?,
or approximately w = 1 m. The barrier material must also sustain very high
lava temperature and the friction coefficient y must be sufficiently large to
satisty the static equilibrium condition 4 > Fy/pywhl = 0.5. [ |

24.8.3 Control Volume Energy and Entropy

Substituting for f = u + %v-v in Eq. (2.146) and eliminating the time
rate of change of internal and kinetic energies of the fixed mass volume in the
energy Eq. (2.83), yields the control volume energy equation

i/ p(u+lv-v) dV:/t-vdA+/pb-vdV
dt Jy 2 A A

_ / qndA+ / ordV (2.159)
A 14

This expression can be reduced into a more useful form if we decompose
the work done by the system into the work produced through the boundary
A" denoted by W, and into the work produced by the external forces on the
remaining control volume area A' = A — A" (Figure 2.8). The work produced
through A” can be associated with mechanical or electrical stirring devices or
shafts as in pumps or turbines, for example. On the surface A’ we decompose



Foundations of Transport Theory 85

Vo
T BARRIER
2 . —
! LAVA T~ J- BARRIER

b(l C.V. =X3| C.V.
W, 12{ I , {
7 |
LAVA ___ Ne—1, ‘I Fo
FLOW ' VoL | i | | Xq
1 \\ | Y I 1/}'W
B IR%
l I b Iw
2 Fr
1 a
Vi N
(a) (b) ©

Figure2.7. A barrier is used to divert lava flow from the horizontal motion in the z; direction
to the horizontal motion in the 3 direction. The barrier has a length I, width w, and height h.
Panels (b) and (c) illustrate lava and barrier control volumes used in the analysis.

the stress vector t into its normal —Pn!! and tangential t, components, and
assume that the body force field is conservative

f bedx = 0 (2.160)
r

along any closed curve I'. By Stokes’ theorem [Eq. (2.A.52)] we then have
V x b = 0. Butby Eq. (2.A.45); this is true for all b if and only if b depends
on a gradient field, i.e.,

b=V¢ (2.161)

Applying the vector identity Eq. (2.A.40) to pv-V ¢, using the above defini-
tions, and further requiring that ¢ = ¢(x) as for the Earth’s gravitational field
(V¢ = —ge3), it can be shown that the energy Eq. (2.159) reduces to

Qb-W,+/ tt-vdA—/ PS-ndA+/ ordV =
Al A 1%

d 1 1

&/Vp(u-{- §v-v+gz3> dV+/AIp (h+ Ev-v+g$3> (v—S).(ri.dl/éz)

where h is the enthalpy and Qy is given by Eq. (2.80).

This is strictly valid for incompressible flow only and is an excellent approximation for bulk flow appli-
cations.
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W

Figure 2.8. Work done by the system can be decomposed into the work
w, crossing the boundary A” and the work from surface stresses t on
A'= A— A". t can be decomposed into its normal — Pn and tangential t.
components.

This form of the energy equation for control volume is useful for studying
bulk system responses because the integrals are often readily evaluated. One
should also select the control volume in such a manner to satisfy one or more
of the following conditions:

1. [4 PS-ndA = 0applieswhenS = 0 or when there is no work of expansion
or contraction associated with the system.

2. [4t:-vdA =0 applies when either

e v = 0 or when A’ coincides with solid boundaries.
e t; = 0 when the flow is frictionless or reversible.

e tLv when the flow is fully developed or there is no velocity component
parallel to the boundary A'.

Also note in Eq. (2.162) that the heat transfer into the system is positive when
Qb > 0 and that the (shaft) work performed by the system is positive when
W, > 0. The first term on the right represents the time rate of change of the
energy within the control volume whereas the second term accounts for net
energy outflow from the volume. The following example of the propagation
of pressure disturbances illustrates an application of the steady-state forms of
control volume equations for conservation of mass, momentum, and energy.
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EXAMPLE 2.13  Speed of Pressure Disturbances

Using control volume analysis show that pressure disturbances propagate at the
speed of sound.

For this purpose consider a differential compression d P propagating into undis-
turbed fluid that is traveling with velocity v. The disturbance causes property
changes in the fluid and is moving with speed vy. By drawing a thin control
surface around the disturbance as illustrated in Figure 2.9 we can ignore the
property variations within the volume when applying the control volume forms
of mass, momentum, and energy equations and obtain

m = pA(v+vg) = (p+dp)A(vg+ v + dv)
m(v+ dv) — mv = PA - (P +dP)A
m(ho + dho) — mho + PAvy — (P + dP)Avy =0 (2.163)
where hg = h+ %vz is the stagnation enthalpy. Eliminating 7 and dv between

the last two equations we get dh — dP/p = 0 and comparing with the state
equation

1 P 1 1
SY=d(h-=)+Pd(=)=dh--dP (2.164
;) =dh- )+ Pd() ) (2.164)

shows that the property changes across differential disturbance occur at constant
entropy. Eliminating dv between the first two equations above, we obtain the
disturbance propagation speed

P, _ [(OP
C—U_H)d—\/dps—\/((?p)s (2.165)

which we identified as the speed of sound in Table 2.2. [ |

Tds=du+ Pd(

Not all processes satisfying mass, momentum, and energy conservation are
possible, however, because the second law of thermodynamics places additional
restrictions on these processes. Defining f = s in Eq. (2.146) and eliminating
the time rate of change of the entropy within the fixed mass system in the
entropy Eq. (2.92), produces the control volume entropy equation

i/ pst+/ps(v—S)-ndA—}—/ lq-ndA
dt Jv A AT

+/ —l—pr dvV >0 (2.166)
vT

The environment of a physical system is usually very large in comparison
with the system itself and often can be considered at constant temperature T,
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Figure2.9. Moving pressure disturbance.
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